The Value of Two-Person Zero-Sum Repeated Games with Lack of Information on Both Sides 1)

By JEAN-FRANÇOIS MERTENS and SHMUEL ZAMIR

Abstract: We consider repeated two-person zero-sum games in which each player has only partial information about a chance move that takes place at the beginning of the game. Under some conditions on the information pattern it is proved that $\lim_{n \to \infty} v_n$ exists, $v_n$ being the value of the game with $n$ repetitions. Two functional equations are given for which $\lim_{n \to \infty} v_n$ is the only simultaneous solutions. We also find the least upper bound for the error term $|v_n - \lim_{n \to \infty} v_n|$.

Introduction

A game with incomplete information is a game in which one or more of the players do not know the complete description of the game; for instance, they do not know the other players' utility functions or their strategic possibilities. HARSANYI proposes a model for such games. The present study is concerned with what happens when such a game is played repeatedly. Though it is conceptually motivated by HARSANYI's theory, this paper is mathematically self-contained, and familiarity with HARSANYI's theory is not necessary to understand it.

HARSANYI shows that, granted some conditions and postulates, games of incomplete information are game-theoretically equivalent to certain games with complete information, which he calls "Bayesian Games". But when a game of incomplete information is played repeatedly, the unknown parameters of the game remain the same; they cannot change from stage to stage, be chosen again and again at each stage, as would be the case if the "Bayesian Game" with complete information was repeated. So, at each stage of the game, the players can learn something about the parameters originally unknown to them but known to the others, by watching which strategy the other players use.

Since quite many of these games are in fact repeated a large number of times, AUMANN and MASCHLER [1967] began to study the often-repeated games with incomplete information. In their attempt to find a suitable solution concept, they suggested two alternative approaches [AUMANN and MASCHLER, 1968]. The first is to consider the $n$-times repeated game $I_n$ and its value $v_n$ and then find out

1) This research was done during the visit of J. P. MERTENS to the Institute of Mathematics of the Hebrew University of Jerusalem, March-April, 1970.
For any two vectors $a = (a^1, \ldots, a^d)$ and $b = (b^1, \ldots, b^d)$ we denote by $a \cdot b$ the vector $(a^1b^1, \ldots, a^dB^D)$ while $a \cdot b$ will denote as usual the scalar product $\sum_{i=1}^d a^i b^i$.

Now, given $\Gamma(p) = \langle K, K^1, K^2, p, A \rangle$ as described in §1, we define for any $p \in P$ two subsets of $P$:

$$
\Pi_1(p) = \{ \alpha \in K_1^* | \alpha = (\alpha^1, \ldots, \alpha^d); \alpha^i \geq 0; \alpha \cdot p = 1 \quad \text{and}; \\
\quad i \in K^1_1 \quad \text{and} \quad j \in K^1_1 \quad \text{for some} \quad p = \alpha^1 = \alpha^j \}. 
$$

$$
\Pi_2(p) = \{ \beta \in K_2^* | \beta = (\beta^1, \ldots, \beta^d); \beta^i \geq 0; \beta \cdot p = 1 \quad \text{and}; \\
\quad i \in K^2_1 \quad \text{and} \quad j \in K^2_1 \quad \text{for some} \quad \eta \Rightarrow \beta^i = \beta^j \}. 
$$

(2.1)

It is clear from the definition (2.1) that for any $p \in P$ both $\Pi_1(p)$ and $\Pi_2(p)$ are non-empty convex compact subsets of $P$. A function $f(p)$ defined on $P$ will be called concave with respect to $I$ (shortly: w.r.t. $I$) if for any $p_0 \in P, f(p)$ restricted to $\Pi_I(p_0)$ is concave. Similarly, $f(p)$ will be called convex w.r.t. $I$ if for any $p_0 \in P$, $f(p)$ restricted to $\Pi_I(p_0)$ is convex. Given any function $g(p)$ on $P$ we denote by $\text{Cav}_g(p)$ the minimal function $f(p)$ which satisfies:

i) $f(p) \geq g(p)$ for all $p \in P$

ii) $f(p)$ is concave w.r.t. $I$.

Similarly, we denote by $\text{Cav}_g(p)$ the maximal function $f(p)$ which satisfies:

i) $f(p) \leq g(p)$ for all $p \in P$

ii) $f(p)$ is convex w.r.t. $I$.

Denote by $S$ and $T$ the sets of mixed strategies of the players in any game $A^r$ i.e. $S$ and $T$ are the sets of probability distributions on $\{1, \ldots, m\}$ and on $\{1, \ldots, l\}$ respectively. In analogy to the STEARNS' case let $T_1 = \{1, \ldots, \mu\}$ and $T_2 = \{1, \ldots, \nu\}$ be called the sets of types of player I and of player II respectively. Denote by $K^I$ the field generated by $K^I_1$ and by $K^II$ the field generated by $K^I_2$.

**Definition 1.**

A one stage mixed strategy of player I is a $K^I$-measurable vector $\sigma = (\sigma^1, \ldots, \sigma^d)$ with $\sigma^i \in S (r = 1, \ldots, k)$.

A one stage mixed strategy of player II is a $K^II$-measurable vector $\tau = (\tau^1, \ldots, \tau^d)$ with $\tau^i \in T (r = 1, \ldots, l)$. The sets of one stage mixed strategies of the players will be denoted by $S^I$ and $T^I$.

**Definition 2.**

A strategy $\sigma = (\sigma^1, \ldots, \sigma^k)$ with $\sigma^i \in S (r = 1, \ldots, k)$ is called non-separating (shortly NS) if $\forall i, j, a^i = a^j$. Similarly for $\tau = (\tau^1, \ldots, \tau^l)$ with $\tau^i \in T$. The sets of NS strategies will be denoted by $S^*$ and $T^*$.}

**Definition 3.**

For any $p \in P$ we denote by $d(p)$ the game $\Gamma_I(p)$ in which the players' sets of strategies are $S^I$ and $T^*$ (rather than $S^I$ and $T^I$). Let $u(p)$ be the value of $d(p)$
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(u(p) is well defined and is continuous on P). Finally, let \( v_{*}(p) \) be the value of \( \Gamma_{*}(p) \) which surely exists and is continuous since \( \Gamma_{*}(p) \) is a finite 0-sum 2-person game. Now we are ready to state:

**Theorem 2.1.** (The main theorem).

\[ \lim_{n \to \infty} u_{n}(p) \text{ exists and it is the only simultaneous solution of the functional equations:} \]

\[ u(p) = \max_{i} \left\{ u(p), v(p) \right\} \]

\[ v(p) = \min_{i} \left\{ u(p), v(p) \right\} \]

**3. A Basic Theorem**

Before proving theorem 2.1, let us first prove a basic theorem that establishes the possibility of using a posteriori probabilities as state variables in \( \Gamma_{*}(p) \).

Essentially, the theorem introduces a Markov property.

Before the \( m \)-th stage of the game both players remember the pure strategies which have been chosen by both of them in previous \( (m-1) \) stages: \( \lambda_{m} = \{(i_{1}, j_{1}), \ldots, (i_{m-1}, j_{m-1})\} \). \( \lambda_{m} \) will be called the \( m \)-stage history. We denote by \( \Lambda_{m} \) the set of all \( m \)-stage histories. In addition to \( \lambda_{m} \) each player remembers his type as told to him in stage 0. Therefore, the information of each player before the \( m \)-th stage is an element of \( T_{1} \times \Lambda_{m} \) or \( T_{2} \times \Lambda_{m} \) respectively. Since \( \Gamma_{*}(p) \) is a game with perfect recall we can without any loss of generality consider only behavioral strategies. A behavioral strategy of player I is an n-tuple \( (f_{1}, \ldots, f_{n}) \) where \( f_{m} \)

\( (m = 1, \ldots, n) \) are functions \( f_{m} : T_{1} \times \Lambda_{m} \to S \) or equivalently \( f_{m} : \Lambda_{m} \to S^{1} \). Similarly, a behavioral strategy of player II is \( (g_{1}, \ldots, g_{n}) \) where \( g_{m} : \Lambda_{m} \to T^{1} \)

\( (m = 1, \ldots, n) \).

Given two strategies \( f = (f_{1}, \ldots, f_{n}) \) of player I and \( g = (g_{1}, \ldots, g_{n}) \) of player II which are being played and given an \( m \)-stage history \( \lambda_{m} \) we denote by \( p_{m} \) the conditional distribution on \( K \) conditionally to \( \lambda_{m} \), where the probability space is \( K \times \Lambda_{m} \) with probability derived from \( \rho_{i}, f_{i} \) and \( g \).

The probability distributions \( \{p_{m}\} \) are actually the "state variables" of the game in the sense of theorem 3.1.

**Lemma.**

The game \( \Gamma_{*}(p) \) has the same value as the following game: First \( \Gamma_{m-1}(p) \)

\( (1 \leq m \leq n) \) is played, the players tell their (behavioral) strategies to the referee, then the a posteriori probability \( p_{m} \) is told to both players by the referee and they start playing \( \Gamma_{m-1}(p_{m}) \). The payoff of the whole game is \( (m - 1)H_{1} + (n - m + 1)H_{2} \)

\( n \) where \( H_{1} \) is the payoff in \( \Gamma_{m-1} \) and \( H_{2} \) is the payoff in \( \Gamma_{m-1} \).

**Proof.**

The proof of the above theorem will be done in several steps.
Proposition A.

The game $\Gamma_0(p)$ has the same value as $\Gamma_0(p)$ played as follows: First $\Gamma_{m-1}(p)$ is played, say with the strategies $\sigma_{m-1}$ and $\tau_{m-1}$. The payoff is multiplied by $(m - 1)/n$. Then a new lottery is performed. First nature chooses an element $r$ of $K$ with the probability distribution $p$, tells the players their types and then chooses a history $\lambda_m \in A_m$ according to the conditional probability distribution given $r$ determined by $p$, $\sigma_{m-1}$ and $\tau_{m-1}$. $\lambda_m$ is told to both players and then they play another $(n - m + 1)$ stages of the game and the payoffs are determined by the subgame chosen in the last lottery, multiplied by $1/n$, and added to the payoff of the first part.

Remark.

It is not assumed that at stage $m$ both players know $\sigma_{m-1}$ and $\tau_{m-1}$. Only nature knows them.

Proof of Proposition A.

There is a one to one mapping of the sets of strategies of $\Gamma_0(p)$ into those of $\Gamma_0(p)$, namely: Let $f = (f_1, \ldots, f_n)$ be a strategy of player I in $\Gamma_0(p)$ then the corresponding strategy in $\Gamma_0(p)$ is $(f_1, \ldots, f_{m-1})$ for the first part and $(f_m, \ldots, f_n)$ for the second. Since $f_1$ is a function from $T_1 \times A_1$ to $S$ it is a right strategy also in $\Gamma_0(p)$.

Now, the second lottery of nature is constructed so that the expected payoff for $f$ and $g$ in each stage of $\Gamma_0(p)$ is equal to the expected payoff in the same stage in $\Gamma_0(p)$ for the corresponding strategies $f'$ and $g'$.

In order to prove proposition A, it is now sufficient to show that if some strategy $f$ of player I in $\Gamma_0(p)$ guarantees some payoff $M_f$ in $\Gamma_0(p)$, then $f'$ guarantees also $M_f$ in $\Gamma_0(p)$. Indeed, the dual result for player II will then follow, and an application of the minimax theorem in $\Gamma_0(p)$ will complete the proof.

Since player II can now be assumed to know $f'$, he knows the conditional distribution as a function of $r$ with which nature chooses $\lambda_m \in A_m$ at stage $m$. But then all the information (type and history) he got in the first $(m - 1)$ stages, becomes completely irrelevant at stage $m$, since the second part of the game is determined by the new choice of nature, the probability distribution of which he knows independently of this information. So, player II can do no better against $f'$ than with some strategy $g'$. But then the payoff is the payoff resulting from $f$ and $g$, which is by assumption $\geq M_f$.

So Proposition A is proved.

Proposition B.

$\nu(p)$ — the value of $\Gamma_0(p)$ — is also the value of the following game $\Gamma_0(p)$: First $\Gamma_{m-1}(p)$ is played, say with mixed strategies $\sigma_{m-1}$ and $\tau_{m-1}$, the payoff is multiplied by $(m - 1)/n$. Then a new lottery is performed. First, nature chooses a history $\lambda_m \in A_m$ according to the probability induced on $A_m$ by $p$, $\sigma_{m-1}$, and $\tau_{m-1}$.

This history is told to both players, then nature chooses $r \in K$ according to the
conditional probability on $K$ given $\lambda_m$ as determined by $p$, $\sigma_{m-1}$, and $\tau_{m-1}$. Both players are told their types and then they play another $(n - m + 1)$ stages of the game where the payoffs are determined by the game chosen in the last lottery of nature, multiplied by $1/n$, and added to the payoff of the first part.

**Proof of Proposition B.**

The only difference between $\Gamma^*(p)$ and $\Gamma^*_{m+1}(p)$ is in the order in which nature chooses the game and the history and tells it to the players. This order is obviously irrelevant since the players have nothing to do in between. (The joint probability of game and history is the same in both cases).

**Proof of the Lemma.**

Propositions A and B show that the minimax theorem is valid in $\Gamma^*_{m+1}(p)$. Therefore, we can assume from now on that in $\Gamma^*_m(p)$, before stage $m$, both players know $p_m$.

In $\Gamma^*_m(p)$, both players can then obviously forget the history $\lambda_m$ told by nature before the $m$-th stage, remembering only the conditional probability $p_m$ on $K$ given this history. So, in $\Gamma^*_m(p)$ we can assume that nature only chooses a $p_m$ according to the distribution induced by $p$, $\sigma_{m-1}$, and $\tau_{m-1}$ on $(p_m)$, tells the $p_m$ to both players and then chooses a game according to $p_m$. But this choice of $p_m$ can surely be done in the following way: Nature — or the referee — watches the moves of both players in the first $m - 1$ stages, and announces $p_m$ as computed from them knowing $p$, $\sigma_{m-1}$, and $\tau_{m-1}$. This completes the proof of the lemma.

**Theorem 3.1.**

$\Gamma^*_m(p)$ has the same value as the game in which at each stage $m$ the a posteriori probability $p_m$ is told to both players, and the payoff corresponding to that stage is determined by a new lottery on $K$ according to $p_m$.

**Proof.**

The theorem is proved by applying the lemma again and again.

4. Proof of Theorem 2.1.

Let $p_m$ be the a posteriori probability distribution on $K$ before the $m$-th stage and let $\sigma = (\sigma^1, \ldots, \sigma^q)$ and $\tau = (\tau^1, \ldots, \tau^q)$ be the two mixed strategies played by the players at stage-$m$. The expected payoff at that stage will be $H_m(\sigma, \tau) = \sum_{r=1}^{p_m} p_m^r A^r p^r \cdot (\tau$ is the transposition of $\tau$. The a posteriori probability after stage-$m$ will be $p_{m+1}$ from which each player will calculate conditional a posteriori probability given his type.

**Lemma 1.**

i) $\sigma \text{ is NS } \Rightarrow p_{m+1} \in \Pi_R (p_m) \Rightarrow$ A posteriori probability of II is unchanged after the $m$-th stage.
ii) $\tau$ is NS $\Rightarrow p_{n+1} \in \Pi_i(p_n) \Rightarrow$ A posteriori probability of $I$ is unchanged after the $m$-th stage.

This proposition is an immediate consequence of the definitions.

**Lemma 2.**

Let $p = \sum_{h=1}^{\mu} \lambda_h p_h$, where $p_h \in \Pi_i(p)$, $\lambda_h \geq 0$, $(h = 1, \ldots, \mu)$, and $\sum_{h=1}^{\mu} \lambda_h = 1$, then player $I$ has a type dependent lottery on the set $(1, \ldots, \mu)$ such that:

i) The total probability of $h$ $(h = 1, \ldots, \mu)$ is $\lambda_h$.

ii) The conditional probability distribution on $K$ given the outcome $h$ is $p_h$ $(h = 1, \ldots, \mu)$.

**Proof.**

Let $p_h = a_h \ast p$ $(h = 1, \ldots, \mu)$. Since the components of $a_h$ corresponding to the same set $K_j$ are the same; we write $a_h$ shortly as $(a_{j1}, a_{j2}, \ldots, a_{j\mu})$. The required lottery on $(1, \ldots, \mu)$ is $y_{\rho} = (y_{\rho1}, y_{\rho2}, \ldots, y_{\rho\mu})$ for type $\rho = (1, \ldots, \mu)$ where: $y_{\rhoh} = \lambda_h a_{j\rhoh}$, $h = 1, \ldots, \mu$. Clearly, $y_{\rhoh} \geq 0$ and also: $p = \sum_{h=1}^{\mu} \lambda_h p_h = \sum_{h=1}^{\mu} \lambda_h (a_{j\rhoh} \ast p) = (\sum_{h=1}^{\mu} \lambda_h a_{j\rhoh}) \ast p$, hence, $(1, \ldots, 1) = \sum_{h=1}^{\mu} \lambda_h a_{j\rhoh} = (\sum_{h=1}^{\mu} \lambda_h y_{\rhoh})$, which shows that $y_{\rhoh}$ $(\rho = 1, \ldots, \mu)$ are probability distributions. To show (i) set $p^{(n)} = \sum_{1 \leq \rho \leq \mu} p'_{\rhoh}$, then the total probability of the outcome $h$ is $\sum_{\rho=1}^{\mu} p^{(n)} y_{\rhoh} = \lambda_h \sum_{\rho=1}^{\mu} p^{(n)} a_{j\rhoh} = \lambda_h (p \ast a_{j\rhoh}) = \lambda_h$ as required. To prove (ii) note that since the lottery depends only on the type it is clear that the distributions given the types are unchanged which means that the resulting distributions on $K$ are in $\Pi_i(p)$. It suffices to prove therefore, that $\text{Prob} \{ \tau \in K_1 \mid h \} = p^{(n)}_{\tauh}$. In fact:

$$\text{Prob} \{ \tau \in K_1 \mid h \} = \frac{\sum_{\rho=1}^{\mu} p^{(n)} y_{\rhoh}}{\sum_{\rho=1}^{\mu} p^{(n)} y_{\rhoh}} = \frac{p^{(n)} y_{\rhoh}}{\lambda_h} = p^{(n)}_{\tauh} = p^{(n)}_{\tauh}.$$  

So the lemma is proved.

In what follows, we work on $Q = K \times L \times M$, where $L = \{1, \ldots, l\}$ and $M = \{1, \ldots, m\}$ stand for the pure strategy choices of both players at stage $m$.

Expectation with respect to the variables $\nu, \rho, \ldots$ will be denoted by $E_{\nu, \rho, \ldots}$.

Let $M$ and $L$ be the $\sigma$-fields on $Q$ generated by the factors $M$ and $L$ respectively. The strategies $\sigma = (\sigma^1, \ldots, \sigma^l)$ and $\tau = (\tau^1, \ldots, \tau^m)$ played at stage $m$ together with $p_n$, define a probability measure on $Q$. We shall be mainly interested in the expectation $E_{\nu, \rho}(\nu(p_n(r)) = p_n(r))$, where $i$ and $j$ are the variables of $M$ and $L$ respectively. This is the same as $E(\nu(p_{n+1}(r) = p_n(r)))$.

**Lemma 3.**

Let $\sigma = (\sigma, \ldots, \sigma) = \sigma(p_n) = (\sigma_i(p_n))$, $i \in M$ be an optimal strategy of player $I$ in $d(p_n)$. For any $\tau = (\tau^1, \ldots, \tau^m)$ we have
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\[ H_n(\sigma, \tau) \geq u(\rho_n) - \sum_{r \in K} c_r E(\|p_{m+1}(r) - p_m(r)\|) \]  

(4.1)

where \( c_r = \max_{i, p} |a_{ij}(p)|, a_{ij}(p) = \sum_i s_i(p) \alpha_{ij} \).

**Proof.**

Let \( \bar{\tau} \) be defined by:

\[ \bar{\tau} = \bar{\tau} = \sum_{r \in K} \rho_r \bar{\tau}^r, \quad r = 1, \ldots, k. \]  

(4.2)

By its definition \( \bar{\tau} \) is NS and hence, a strategy of player II in \( J(\rho_n) \).

Now, if \( \sigma = \{x_i\}, \sigma' = \{y_j\}, \bar{\tau} = \{\bar{\tau}_r\}, i \in M, j \in L, r \in K, \) we have

\[ p_{m+1}(r|i, j) = p_m x_i y_j / \sum_{i \in K} p_m x_i \bar{\tau}_r = p_m y_j / \sum_{j \in L} p_m y_j = p_m / \bar{\tau}_r \]

\[ |p_{m+1}(r|i, j) - p_m(r)| = |y_j / \bar{\tau}_r - 1| |p_m(r)|. \]

So:

\[ E(\|p_{m+1}(r) - p_m(r)\|) = \sum_{j=1}^L |y_j / \bar{\tau}_r - 1| p_m(r) \text{prob}(j). \]

But prob \( (j) = \bar{\tau}_r \)

so we get:

\[ E(\|p_{m+1}(r) - p_m(r)\|) = p_m \sum_{r} |y_j / \bar{\tau}_r - 1| \]  

(4.4)

Now, the expected payoff \( H_n(\sigma, \tau) \) is:

\[ H_n(\sigma, \tau) = \sum_{r \in K} \rho_r u A' \bar{\tau} = \sum_{r \in K} \rho_r u A' \bar{\tau} + \sum_{r \in K} \rho_r u A'(\bar{\tau} - \bar{\tau}) \]  

(4.5)

\( \bar{\tau} \) is NS and \( \sigma \) is optimal in \( J(\rho_n) \); therefore, the first term is at least \( u(\rho_n) \).

Now:

\[ \sum_{r \in K} \rho_r u A'(\bar{\tau} - \bar{\tau}) \leq \sum_{r \in K} \rho_r u \sum_{j} |y_j / \bar{\tau}_r - 1| = \sum_{r \in K} c_r E(\|p_{m+1}(r) - p_m(r)\|) \]  

(by (4.4))

Inserted in (4.5), this completes the proof of lemma 3.

**Lemma 4.**

\[ \frac{1}{\sqrt{n}} \sum_{m=1}^n c_r E(\|p_{m+1}(r) - p_m(r)\|) \leq \frac{1}{\sqrt{n}} \sum_{m=1}^n p_r(1 - p) \leq \frac{\lambda \sqrt{k - 1}}{\sqrt{n}} \]

(4.6)

where \( \lambda = \max_{i, p} |a_{ij}(p)| \).

**Proof.**

Obviously, the sequence \( p_m(r) \) is a martingale; therefore,

\[ E\left( \sum_{m=1}^n (p_{m+1}(r) - p_m(r))^2 \right) = E(p_{n+1}(r) - p_1(r))^2 \leq p(1 - p') \]

and by Hölder's inequality:

\[ E\left( \sum_{m=1}^n \frac{1}{n} (p_{m+1}(r) - p_m(r))^2 \right) \leq \sqrt{E\left( \sum_{m=1}^n \frac{1}{n} (p_{m+1}(r) - p_m(r))^2 \right)} \]

and hence, the first inequality. The second inequality is a simple majorization.
Let

\[ v(p) = \lim \inf \nu_n(p) \]
\[ \bar{v}(p) = \lim \sup \nu_n(p). \]

Lemma 5.

The \( \nu_n(p), n = 1, 2, \ldots \) are continuous functions on \( P \) which have uniformly the Lipschitz property, i.e., the Lipschitz constant can be assumed to be independent of \( n \). So \( \delta(p) \) and \( \bar{v}(p) \) also have this Lipschitz property.

Proof.

Such a common Lipschitz constant is \( 2A \).

Lemma 6.

Let \( f(p) \) be any function on \( P \) such that \( f(p) \leq C q \min \{ u(p), f(p) \} \) then for any \( p_0 \in P \) and for any \( \varepsilon > 0 \) there are \( p_i \in \Pi_i(p_0) \) (1 \( \leq i \leq \mu \)) and \( \lambda_i, \lambda_i' \geq 0 \), \( \sum \lambda_i = 1 \) such that \( \sum \lambda_i p_i = p_0 \) and \( f(p_0) - \varepsilon \leq \sum \lambda_i \min \{ u(p_i), f(p_i) \} \).

Proof.

The proof is straightforward by Carathéodory's theorem, since \( \Pi_i(p_0) \) is \((\mu - 1)\) dimensional. (The involvement of \( \varepsilon \) is necessary since \( f(p) \) is not assumed to be continuous.)

Proposition 4.1.

i) \( g(p) \geq \max \{ u(p), v(p) \} \)

ii) \( \bar{v}(p) \leq C q \min \{ u(p), \bar{v}(p) \} \).

Proof.

We shall prove only the first inequality; the second will follow by duality considerations. To prove (i), we shall show that for any \( \varepsilon > 0 \) we can find \( N \) s.t. for any \( n > N \) player I has a strategy in \( f_0(p) \) that guarantees him \( \max \{ u(p), v(p) \} - \varepsilon \). This will imply (i) since \( \lim \inf \nu(p) \) is the highest payoff that player I can guarantee as \( n \rightarrow \infty \) (up to an \( \varepsilon \)).

Define \( \delta(p, n) = (u(p) - v(p))^+ \).

Given \( \varepsilon > 0 \), let \( N_1(\varepsilon) \) be such that \( n \geq N_1(\varepsilon) = \max \{ \delta(p, n) < \frac{\varepsilon}{3} \} \). (Since the \( \delta(p, n) \) are uniformly Lipschitzian, by lemma 5, they converge uniformly to zero.)

Define \( N = N_1(\varepsilon) \).

Take now a game \( f_0(p) \) for \( n \geq N_1 \), and consider its equivalent game described in theorem 3.1. Let \( f = (f_1, \ldots, f_\mu) \) be the following strategy of player I: At stage-\( m \) play optimally in \( \delta(p_m) \) as long as \( u(p_m) \geq v(p_m) \), and start playing an optimal strategy in the remaining game as soon as \( u(p_m) < v(p_m) \).
Let \( m_0 = \min \{ m \mid u(p_m) < y(p_m) \} \). By lemma 3, the expected payoff resulting from the above strategy is at least:

\[
\frac{1}{n} E \left[ \sum_{i=1}^{n} u(p_n) - \sum_{i=1}^{n} \sum_{k=1}^{m_0} c_k E(|p_{i+k}| - p_{i+1}(r)) + (n - m_0)u(p_{m_0}) - \delta(p_{m_0}, n - m_0) \right].
\]

(4.8)

Since up to stage-\( m_0 \) player I is playing NS, we have by lemma 1 \( p_m \in \Pi_{II} (p) \) for \( m = 1, \ldots, m_0 \), hence,

\[
\frac{1}{n} E \left[ \sum_{i=1}^{n} u(p_n) + (n - m_0)u(p_{m_0}) \right] \geq V_{II} \max \{ u(p), y(p) \}
\]

by lemma 4, the second term in (4.8) is at most \( A \frac{\sqrt{k}}{\sqrt{n}} \leq \frac{\varepsilon}{3} \). As for the last term in (4.8) we have:

\[
E \left( \frac{n - m_0}{n} \delta(p_{m_0}, n - m_0) \right) \leq \sum_{i=1}^{m_0} \left[ \max_{p} \delta(p, n - i) \right] p(m_0 = i) + \frac{N_1(\varepsilon)}{n} \sum_{i=m_0}^{n} \left[ \max_{p} \delta(p, n - i) \right] p(m_0 = i)
\]

(by definition of \( N_1(\varepsilon) \)):

\[
\leq \frac{\varepsilon}{3} + \frac{N_1(\varepsilon) \cdot 2A}{n} \leq \frac{\varepsilon}{3} + \frac{\varepsilon}{3}.
\]

We conclude that the above described strategy guarantees player I the quantity (4.8) which is \( \geq V_{II} \max \{ u(p), y(p) \} - \varepsilon \). This completes the proof of proposition 4.1.

**Proposition 4.2.**

\( y(p) \) and \( u_{i}(p) \); \( n = 1, 2, \ldots \) are concave w.r.t. I; \( \hat{y}(p) \) and \( u_{i}(p) \); \( n = 1, 2, \ldots \) are convex w.r.t. II.

**Proof.**

Since the maximum of two convex functions is convex, and the minimum of two concave functions is concave, it is sufficient to prove the proposition for \( u_{i}(p) \). By duality considerations it is sufficient to prove the concavity only.

Assume on the contrary that there exist \( p_0 \in \mathcal{P}, p_i \in \Pi_{II} (p_0) \) (1 \( \leq i \leq \mu \)), and \( \lambda_i \geq 0, \sum \lambda_i = 1 \) such that \( \sum \lambda_i p_i = p_0 \) and \( \sum \lambda_i u_i(p_0) > u_i(p_0) \). Let us show that player-I can guarantee himself the quantity \( \sum \lambda_i u_{i}(p_0) \) in \( \Gamma_i(p_0) \). The way to do this is to make the lottery described in lemma 2, after the initial move of chance,
but before the first stage of the game. Then, if the outcome of the lottery is \( i \) (\( 1 \leq i \leq n \)), he should play optimally in \( g_i(p) \). Now, assume a fortiori that player II knew the outcome of this lottery. Then after the lottery, the situation is exactly as if both players started playing \( f_i(p) \), so player I can guarantee himself \( u_i(p) \), and thus in average \( \sum_{i=1}^{n} \lambda_i u_i(p) \).

**Proposition 4.3.**

Let \( f \) be any function on \( P \) such that \( f(p) \leq V \exp \sum_i (u_i(p), f(p)) \). Define

\[
\delta(p, n) = \langle f(p) - u_i(p) \rangle^* \quad \text{then} \quad \delta(p, n) \leq \frac{1}{n} \sum_{i=1}^{n} c_i \sqrt{p_i(1 - p_i)} \]

In particular we have then \( f(p) \leq \frac{1}{n} \).

**Proof.**

Obviously, this set of functions \( f \) has a largest element, for which the equality \( f(p) = V \exp \sum_i (u_i(p), f(p)) \) must hold. We can and do assume that we are dealing with this \( f \). Let \( \delta_i(p, n) = \frac{1}{n} \sum_{i=1}^{n} c_i \sqrt{p_i(1 - p_i)} \); it is sufficient to prove that for any \( \epsilon > 0 \), player I can guarantee \( f(p) - \delta(p, n) = \epsilon \) since \( g_i(p) \) is a finite game he has an optimal strategy and can thus also defend \( f(p) - \delta(p, n) \). Look at the equivalent game to \( g_i(p) \) described in theorem 3.1. For any \( \epsilon > 0 \) consider the following strategy of player I: As long as \( u(p_n) \geq f(p_n) \), play optimally in \( \Delta(p_n) \) at stage-\( m \). If \( u(p_n) < f(p_n) \) then consider the \( p_n \) and \( \lambda_i \) of lemma 6 for \( \frac{\epsilon}{n} \).

Now, make the lottery described in lemma 6, after which the a posteriori probability distribution is one of the \( \{p_n\} \), say \( p_n \); then play optimally in \( \Delta(p_n) \) at stage-\( m \). By this strategy, the expected payoff at stage-\( m \) is (by lemma 3) at least:

- if \( u(p_n) \geq f(p_n) \), \( u(p_n) - \sum_r c_r E_{[p_{n+1}(r) - p_n(r)]} \geq f(p_n) - \sum_r c_r E_{p_{n+1} - p_n} \)
- if \( u(p_n) < f(p_n) \), and \( h \) is chosen (by argument similar to that used in proposition 4.2):

\[
u(p_n) = \sum_r c_r E_{[p_{n+1}(r) - p_n(r)[h] \geq w(p_n) - \sum_r c_r E_{p_{n+1}(r) - p_n(r)[h]}
\]

where \( w(p) = \min \{u(p), f(p)\} \).

Denote by \( p_n(r) \) the random variable \( p_n(r)[h] \). If we take expectations with respect to \( K \), we get:

\[
\sum \sum c_r E_{[p_{n+1}(r) - p_n(r)]} \geq f(p_n) - \frac{\epsilon}{n} - \sum c_r E_{p_{n+1}(r) - p_n(r)}
\]

Let us define in the first case \( \delta(p_n) = p_n(r) \). Then the sequence

\[\{p_1(r), p_2(r), \ldots, p_n(r)\} \]
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is also a martingale, and in any case, the expected payoff at stage-\(m\) is at least

\[
f(p_m) = \frac{1}{n} \sum_{r} c_r E(\delta_{m+1}(r) - \beta_m(r)) .
\]

Let us now prove that \(f(p_m) + \frac{m-1}{n} \varepsilon, f(\beta_m) + \frac{m}{n} \varepsilon, f(\beta_{m+1}) + \frac{m}{n} \varepsilon, \ldots\) is a submartingale. For the steps from \(f(p_m) + \frac{m-1}{n} \varepsilon\) to \(f(\beta_m) + \frac{m}{n} \varepsilon\), it is trivial in the first case, and in the second case it follows immediately from (lemma 5):

\[
f(p_m) - \frac{1}{n} \varepsilon \leq \sum_n \lambda_n f(p_{m+n}).
\]

For the steps from \(f(\beta_m) + \frac{m}{n} \varepsilon\) to \(f(\beta_{m+1}) + \frac{m}{n} \varepsilon\), it follows from the fact that, since player I plays NS at \(\beta_m, \beta_{m+1} \notin \Pi_1(\beta_m)\) and since \(f\) is convex w.r.t. II.

So we have \(E(f(p_m)) \geq f(p) = \frac{m-1}{n} \varepsilon\). Thus the expected payoff at stage-\(m\) is at least \(f(p) - \frac{m}{n} \varepsilon - \frac{1}{n} \sum c_r E(\delta_{m+1}(r) - \beta_m(r))\). The expected payoff over the whole game is then (by lemma 4) at least \(f(p) - \delta_0(p, n) - \frac{1}{n} \sum c_r E(\delta_{m+1}(r) - \beta_m(r))\). Which completes the proof of the proposition.

**Corollary.**

\[
\gamma(p) = \delta(p) = \lim_{n \to \infty} v_n(p).
\]

**Proof.**

Follows from (4.7) (ii), propositions 4.2 and 4.3.

**Definition.**

Let us define \(U(p) = \lim_{n \to \infty} v_n(p)\).

**Theorem 4.4.**

Consider the inequalities:

(a) \(f(p) \geq \text{Cav Vex max } \{u(p), f(p)\}\)

(b) \(f(p) \leq \text{Vex Cav min } \{u(p), f(p)\}\)

Then

(A) \(u(p)\) is the smallest solution of (a) and the largest solution of (b).

(B) In particular \(u(p)\) is the only solution of the system \((a, b)\).

(C) \(u(p)\) is the only solution of the system:

(B) \(g(p) = \text{Vex min } \{u(p), g(p)\}\)
Proof:

(A) and (B) follow immediately from propositions (4.1), (4.2), and 4.3 (with its dual). As for (C), since \( u(p) \) is convex w.r.t. \( u(p) \leq \max_{\pi} \{ u(p), v(p) \} \).

Together with (A), this implies that \( u(p) \) is a solution of \( \{ u(p), v(p) \} \). Uniqueness follows then from (B).

Theorem 4.5. (The Error term)

\[
-\frac{1}{\sqrt{n}} \sum_{i=2}^{n} \sqrt{p_i(1-p_i)} \leq u(p) - v(p) \leq \frac{1}{\sqrt{n}} \sum_{i=2}^{n} \sqrt{p_i(1-p_i)}
\]

where the \( c_i \) are defined for player II in an analogous way as the \( c_i \) were defined for player I.

Proof:

Follows immediately from proposition 4.3 and theorem 4.4.

Remarks.

1) In the case where there are only two games, with lack of information on one side, we can get a somewhat better bounds, if we are a little more careful in lemma 3; in fact, define

\[
C_i(p) = \max \{ a_i(p) \}, \quad C = \max \{ C_1(p) + C_2(p) \}.
\]

Then \( u(p) - v_p(p) \leq -\frac{C\sqrt{p(1-p)}}{\sqrt{n}} \), and similarly for a lower bound.

2) In ZAMIR [1969], p. 6, the following example is given of a case where there are only two games, with lack of information for player II:

\[
\begin{array}{c|cc}
   & 3 & -1 \\
---&---&---
   \end{array}
\]

\[
1 - p
\begin{array}{c|cc}
   & 2 & -2 \\
---&---&---
   \end{array}
\]

In this case, \( u(p) = v(p) = 0, u_1(p) \geq 0 \), and we can show that, for \( p = \frac{1}{2} \), the error term is bigger than 75% of the upper bound given here. (For \( n = 1 \), the error term is even actually equal to the upper bound.) The method is similar to that of ZAMIR [1969].

5. Existence and Uniqueness of the Solution of Equations (2.2)

In this section we will study somewhat more carefully the equations (2.2). We want to show that, for any continuous function \( u \) on the simplex, there exists a continuous function \( v = \phi(u) \) on the simplex, such that theorem 4.4 remains
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valid. That is, we want to dispense with theorem 4.4 with the assumption that the function \( u \) arises from some game.

Denote by \( C \) the space of all continuous functions on the simplex; by \( U \), the subset of \( C \) consisting of those functions which are the "u-function" of some two-person zero-sum game with incomplete information. Denote by \( \varphi \) the mapping \( \varphi : U \to C, \varphi : u \mapsto \varphi(u) = u \). In the whole of this paragraph, \( C \) is endowed with the topology of uniform convergence.

Proposition 5.1.

a) \( U \) is a vector lattice \(^1\) which contains all the affine functions.

b) In particular, \( U \) is dense in \( C \).

Proof:

a) 1) \( U \) contains the affine functions.

Let \( u = a_0 + \sum \limits_{i} a_i p_i = \sum \limits_{i} (a_i + a_0) p_i \). Then \( u \) is obviously the "u-function" of the game where \( A^i = (a_i + a_0) \).

2) \( u \in U \implies -u \in U \).

If \( u \) arises from the game with matrices \( (A^1, \ldots, A^n) \), then \( -u \) arises from the game with matrices \( (-(A^1)', -(A^2)', \ldots, -(A^n)') \), where the prime denotes transposition.

3) \( u \in U, \lambda \geq 0 \Rightarrow \lambda u \in U \).

If \( u \) arises from \( (A^1, \ldots, A^n) \), then \( \lambda u \) arises from \( (\lambda A^1, \ldots, \lambda A^n) \).

4) \( u_1, u_2 \in U \Rightarrow u_1 + u_2 \in U \).

Let \( u \) arise from \( (A^1, \ldots, A^n) \), with pure strategy sets \( M_i = \{1, \ldots, m_i\} \) for player I and \( L_i = \{1, \ldots, l_i\} \) for player II. Then \( u_1 + u_2 \) arises from \( (B^1, \ldots, B^n) \), where \( B^h (1 \leq h \leq k) \) is an \( m_1 \times m_2 \) matrix, with elements

\[
b_{i_1,i_2}^{h_1,h_2} = b_{i_1,i_2}^{h_1,h_2} = \sum_{j=1}^{m_2} b_{i_1,j}^{h_1} b_{j,i_2}^{h_2}
\]

\( \lambda \in \mathbb{R} \).

5) \( u \in U \Rightarrow u^* \in U \).

It is sufficient to add a last row of zeroes to each of the matrices \( A^i - (u \) arises from \( (A^1, \ldots, A^n) - \) in order to get the matrices \( (A^1_0, \ldots, A^n_0) \) from which \( u^* \) arises.

These five points achieve the proof of (a).

(b) is a consequence from (a) and from the Stone-Weierstrass theorem for lattices \(^2\), since the affine functions are clearly separating.

Proposition 5.2.

\( \varphi : U \to C \) has a unique monotone extension \( \varphi : C \to C \) - or a unique continuous extension \( \varphi : C \to C \), this extension is monotone and of norm 1 (\( \| \varphi(f) - \varphi(g) \| \leq \| f - g \| \)).

\(^1\) A vector space which is a lattice.

Proof.

\( \phi : U \to C \) is monotone and of norm 1. Indeed, monotonicity follows immediately from theorem 4.4 (A). The fact that \( \phi \) is of norm 1 follows from monotonicity and from the fact that, if \( \varepsilon \) is any constant, \( \phi(u + \varepsilon) = \phi(u) + \varepsilon \) -- which is also a trivial consequence of theorem 4.4. Therefore, the fact that \( U \) is dense in \( C \) (proposition 5.1) gives immediately the proposition.

**Theorem 5.3.**

Theorem 4.4 remains true for any \( u \in C \), with \( u \) replaced by \( \phi(u) \).

**Proof.**

Since the operators \( C, V, \max, \text{and} \text{min} \) used in the several equations of theorem 4.4 are continuous with respect to the supremum norm, and since \( \phi \) is continuous with respect to that norm, we have immediately that

1. \( \phi(u)(p) = V \max_{i=1}^{n} \{u, \phi(u)\} \)
2. \( \phi(u)(p) = C \min_{i=1}^{n} \{u, \phi(u)\} \).

In particular, \( \phi(u) \) is a solution of

1. \( \phi(u)(p) \geq C \max_{i=1}^{n} \{u, \phi(u)\} \).

If we prove it is the smallest solution of (1), then we can achieve the proof of theorem 5.3 in the same way as we proved theorem 4.4.

So, let \( f \) be any solution of (1), and let \((u_i)\) be an increasing sequence in \( U \) converging uniformly to \( u \) (this exists by proposition 5.1). Then \( \lim_{i \to \infty} f(p) \geq C \max_{i=1}^{n} \{u_i, f\} \), and so, by theorem 4.4, (A), \( f(p) \geq \phi(u_i)(p) \). But, by the continuity of \( \phi \), \( \phi(u_i) \to \phi(u) \), and so \( \lim_{i \to \infty} f(p) \geq \phi(u) \). This completes the proof of theorem 5.3.

**Theorem 5.4.** (An approximation procedure for \( \phi(u) \)).

Define

\[ u_0 = -\infty, \quad \phi_0 = +\infty, \quad \phi_{n+1} = C \max_{i=1}^{n} \{u, \phi_i\}, \quad \phi_{n+1} = V \min_{i=1}^{n} \{u, \phi_i\}. \]

Then \( \phi_0 \leq \phi_1 \leq \ldots \leq \phi_n \leq \ldots \), and both \((\phi_n)\) and \((\phi_n)\) converge uniformly to \( \phi(u) \).

**Proof.**

Since \( u \) is continuous on a compact set, it is uniformly continuous, and it is easy to check that the operators \( \min, \max, V, \text{and} \text{Cav} \) preserve the modulus of uniform continuity. Therefore, both sequences \((\phi_n)\), \((\phi_n)\), and \((\phi_n)\) are equicontinuous, and obviously bounded; so they are compact in the uniform topology.
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Let us prove $y_n \leq y_{n+1}$. It is obviously true for $n = 0$. If $y_{n-1} \leq y_n$, then

$$y_n = \text{Cav Vex} \max \{u, y_{n-1}\} \leq \text{Cav Vex} \max \{u, y_n\} = y_{n+1}.$$ 

Let us prove $y_n \leq \varphi(u)$. It is obviously true for $n = 0$. If $y_{n-1} \leq \varphi(u)$, then

$$y_n = \text{Cav Vex} \max \{u, y_{n-1}\} \leq \text{Cav Vex} \max \{u, \varphi(u)\} \leq \varphi(u) \quad \text{(by theorem 5.3)}.$$ 

Let $y = \lim_{n \to \infty} y_n$; this limit is uniform by the compactness of the sequence. Then

$$y = \text{Cav Vex} \max \{u, y\},$$

and $y \leq \varphi(u)$. Theorem 5.3 implies, therefore, that

$$y = \varphi(u),$$

$y_n$ converges uniformly to $\varphi(u)$. The same argument applies to the sequence $\varphi_n$.

**Corollary 5.3.**

If $u$ is a continuous function on the simplex, then both Cav Vex $u$ and Vex Cav $u$ are convex w.r.t. II and concave w.r.t. I.

**Proof.**

Define $v = \text{Vex} u$. Then $\varphi(u) = \text{Vex} \max \{u, \varphi(u)\}$. Since both $v$ and $\varphi(u)$ are convex w.r.t. II, $\max \{u, \varphi(u)\}$ is also; therefore, $\varphi(u) = \max \{u, \varphi(u)\}$: $\varphi(u) \geq v$.

But $\varphi(u) = \text{Cav min} \{u, \varphi(u)\} = \text{Cav} v = \text{Cav Vex} u$. Since $\varphi(u)$ is convex w.r.t. II, it follows that Cav Vex $u$ is also. From this follows the corollary.

**Remark 1.**

On alternative set-ups for this paper.

The results of this paper can be obtained by several other approaches. Let us sketch here some of them.

a) (i) If player I can guarantee $f(p)$ (up to an $\varepsilon$), then he can also guarantee $\text{Cav Vex} \max \{u(p), f(p)\}$. The proof of this is completely similar to that of Proposition 4.1, using also Proposition 4.2. A dual statement is valid for player II.

(ii) Define a sequence $y_n$ and a sequence $\bar{y}_n$ as in theorem 5.4. Then applying the above property inductively it follows that player I can guarantee each of the $y_n$ and therefore he can also guarantee $\bar{y} = \lim y_n$. Similarly, player II can guarantee $\bar{y} = \lim \bar{y}_n$. Furthermore, $y = \text{Cav Vex} \max \{u, y\}$ and $\bar{y} = \text{Vex Cav} \min \{u, \bar{y}\}$.

(iii) From these two equations and the fact that $y \leq \bar{y}$ one derives that $\bar{y} = \bar{y}$ (as in MERTENS and ZAMIR, theorem 4.2).

b) (i) The first point is as in (a).

(ii) Define $\bar{y} = \lim \inf y_n$ and $\bar{y} = \lim \sup y_n$. Player I can guarantee $\bar{y}$ and player II can guarantee $\bar{y}$. So replace $f$ in the first point by $g$ (and by $\varphi$ in the dual statement for player II).

(iii) The third point is again identical to the third point of (a).

This is the way used by MERTENS and ZAMIR. The first two points are essentially equivalent to Proposition 4.1 and 4.2. A third approach would be:
(i) Prove directly corollary 5.5.
(ii) Using this and theorem 5.4, prove theorem 5.3 [through Mertens and Zamir, theorem 4.2].
(iii) Prove Proposition 4.3 and deduce the required result by applying it to both players.

**Remark 2.**

It is quite easy to see that several other limiting procedures such as discounting, lead to the same limit with a similar error term. In fact, now that we have the existence and uniqueness of \( v = \varphi(u) \) for each continuous \( u \) (theorem 5.3), Proposition 4.3 applies immediately to each of the other cases, with a slight variation in the computation of the error term. For instance:

a) **Discounting.** For \( 0 < \beta < 1 \) let \( H_\beta(p) = E\left( \sum_{i=0}^{\infty} \beta^i (1 - \beta)^i H_{i+1} \right) \), where \( H_{i+1} \) is the payoff at stage \( n + 1 \). Then \( H_\beta(p) \) is the payoff function of what we might call the discounted game.

One can think of this game as if there was a stopping time \( T \), with a geometric distribution such that at each stage \( n \) there is a probability \( \beta \) of stopping at that stage, given that no stop occurred before. \( T \) is independent of the game and is not told to the players. Then \( H_\beta(p) \) can be looked upon in either of the two following ways: either the players get as payoff the payoff they received at stage \( T \) exactly (not the accumulated payoff) — or the players get as payoff their accumulated payoff up to stage \( T \), divided by \( \beta \), the expected number of stages in the game.

Let \( v_\beta(p) \) be the value of this game. Then \( v_\beta(p) \geq v(p) - \sum_r c_r \sqrt{\rho(1 - \rho)} \frac{1}{\sqrt{\beta}} \).

Thus as \( \beta \to 0 \) we get (using also the dual inequality) \( v_\beta(p) \to v(p) \) with an error term of the order of magnitude \( 1/\sqrt{1/\beta} \) which is the analogue of \( 1/\sqrt{n} \).

b) A variant of (a) might be to give the players as payoff their accumulated payoff up to time \( T \), divided by the actual number of stages in the game — this means \( H_\beta(p) = E\left( \sum_{i=0}^{\infty} \beta^i (1 - \beta)^i \sum_{r=0}^{\infty} H_{i+r} \right) / n + 1 \). Then one gets:

\[
v_\beta(p) \geq v(p) - \sum_r c_r \sqrt{\rho(1 - \rho)} \frac{\beta \sqrt{n}}{(1 - \beta) \sqrt{1 - \beta}} \geq v(p) - \sum_r c_r \sqrt{\rho(1 - \rho)} \sqrt{n} \frac{1}{1 - \beta} \sqrt{\frac{1}{\beta}}.
\]

With the same interpretation for \( 1/\beta \), the analogy is again striking (\( \sqrt{n}/(1 - \beta) \) is essentially constant when \( \beta \to 0 \)).

This shows really that our results remain essentially unchanged for any reasonable concept of an "often repeated game".
6. Examples

In this last section let us find \( v(p) \) for some examples. The examples are what we called product games. In these games our representation leads to the usual one used by Aumann and Maschler [1967] and Stearns.

By rescaling probabilities and payoffs in a compensating manner, it can be shown that any game of the type we considered in this paper is strategically equivalent to such a product game and even one with uniform probabilities. Indeed, if the original game were expressed in our usual notation, the matrices \( B^i \) for the equivalent game would be given by the equations:

\[
B^i = \mu \cdot v \cdot \sum_{k \in X^T \cap X^G} p_k A_k
\]

where an empty sum is zero.

This shows that our restriction to examples of the product type is not a severe restriction. Indeed, this transformation permits to reduce each game, for fixed \( p \), to a product game, and thus to compute its solution — for each fixed \( p \). But it makes it not possible to see the dependence of the solution on \( p \). We owe this remark to the referee. \( p \) will denote from now on the probability distribution assigned by player II to the types of player I and \( q \) is the probability distribution of player I on the types of player II. The game will be denoted by \( \Gamma(p, q) \), its value by \( \nu(p, q) \). \( \lim_{p \to 0} \nu(p, q) = v(p, q) \) and \( u(p, q) \) will be the value of \( \delta(p, q) \), the game in which both players play NS.

The equations (2.2) which determine \( v(p, q) \) are now:

i) \( v(p, q) = \max_{q} \{ u(p, q), v(p, q) \} \)

ii) \( v(p, q) = \min_{p} \{ u(p, q), v(p, q) \} \) \hspace{1cm} (6.1)

In the following examples, there are two types of each player, so \( p \) and \( q \) are one dimensional and the functions can be described on the unit square. Even in this simple case, we do not have in general an explicit solution of equations (6.1). However, it turns out that the most useful result is lemma 6 of §4 which for this case says:

i) \( u(p, q) < v(p, q) = v(p, q) \) is linear in the \( p \) direction.

ii) \( u(p, q) > v(p, q) = v(p, q) \) is linear in the \( q \) direction.

So we can describe \( u(p, q) \) by giving only the locations \( (p, q) \) on the unit square on which \( v(p, q) = u(p, q) \).

We will write shortly \( p' \) for \( 1 - p \) and \( q' \) for \( 1 - q \).

**Example 1**

The first example is that considered in Aumann and Maschler [1967], in which

\[
cav v(p, q) = \max_{p \in [0, 1]} \min_{q \in [0, 1]} u(p, q) \]

and hence \( v(p, q) \) does not exist. The matrices \( A \) are as follows:
The functions $u(p, q)$ and $v(p, q)$ are given in the following diagrams.

It turns out that $v(p, q) = \lim_{n \to \infty} u_n(p, q) = \text{Cav Vex } u(p, q)$ as shown in Figure 2. The thick lines are the lines on which $v(p, q) = u(p, q)$. On the regions defined by these lines $v(p, q)$ is linear in the directions described by the arrows (according to whether $u(p, q) > v(p, q)$ or $u(p, q) < v(p, q)$).
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Fig. 2: $\text{Cav Vex } u(p,q) = u(p,q)$ of example 1

So this example happens to be somehow a special case, namely, $\lim u_\epsilon$ coincides with the two bounds $\text{Cav Vex } u$ and $\text{Vex Cav } u$. The second example does not have this property.

Example 2.

<table>
<thead>
<tr>
<th>$p$</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>$p'$</th>
<th>-1</th>
<th>-1</th>
<th>-1</th>
<th>-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$q'$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$p'$</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
</tbody>
</table>

Here $d(p,q) = \begin{bmatrix} p - q & q - p & p - q & q - p \\ q' - p & p - q & p - q & q' - p \end{bmatrix}$

The functions $u(p,q)$, $\text{Cav Vex } u(p,q)$ and $\text{Vex Cav } u(p,q)$ are given in Figures 3 to 5. Notice that all the functions under consideration are symmetric with respect to $p = \frac{1}{2}$ and $q = \frac{1}{2}$. 
To find \( v(p,q) \) we proceed through the following steps:

1. On the segment \((0,\frac{1}{2}) - (\frac{1}{2},\frac{1}{2})\) \((A - B\) on the fig. of Vex Cav\) Cav Vex = Vex Cav = \( u \), so this must also be the value of \( v \) on this segment.

2. On \((0,0)\) (and so on the four extreme points) we have Cav Vex = Vex Cav = \( u \), so again this must also be the value of \( v \) there.
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3. On the diagonals we have \( u > Vex \text{Cav} \) (except in the center, and, of course, on the extreme points), so certainly \( u > v \) there.

4. On the sides \((0,0) - (1,0)\) (except the end points) we have \( u < \text{Cav Vex} \) and so certainly \( u < v \). We conclude that the line on which \( v = u \) (in the first quarter) starts at \((0,0)\) and lies between the diagonal and the side \((0,0) - (\frac{1}{2}, 0)\).

5. The second line on which \( v = u \) which contains \((0, \frac{1}{2}) - (\frac{1}{2}, \frac{1}{2})\) (see 1) must continue beyond \((\frac{1}{2}, \frac{1}{2})\) but not as far as \((\frac{1}{3}, \frac{1}{3})\) otherwise convexity in the \( q \) direction is violated. Let the endpoint of this segment be \((\xi, \frac{1}{2})\), \(\xi < \frac{1}{2} \).

6. At any point on which, \( v = u \), \( v \) is differentiable in both variables jointly if \( u \) itself is. (This last property is general, provided the line is not parallel to the axes.)
After the above considerations, we let \( p = f(q) \) be the line between the diagonal and the side on which \( v = u \). Then we write \( u(p, q) \) in terms of \( f \) by linearity considerations. 6 gives, then, a differential equation for \( f(q) \). The solution of this equation happens to be \( p = 2q q' \). From this we find (by convexity arguments) the parameter \( \xi \) (which happened to be \( \frac{1}{2} \)). Finally, we write again the differential equation from \( p = \frac{1}{2} \) to \( p = \frac{3}{2} \) and find \( p = \frac{1}{2} + q \) for \( \frac{1}{2} \leq q \leq \frac{3}{2} \). The resulting \( u(p, q) \) is given in Figure 6.

As in the previous example, thick lines are the locations on which \( v = u \) and the arrows denote the directions of the linearity of \( u \).

One can check that the \( u(p, q) \) we get is indeed a solution of (6.1). This is done easily and so the problem is solved. Notice that in this example \( u(p, q) = \lim u_x(p, q) \) is almost everywhere different from \( \text{Cav Vox} u \) and from \( \text{Vex Cav} u \).

**Example 3.**

\[
\begin{array}{cccc}
q & q' & \\
p & 0 & 0 & 1 & -1 \\
-1 & -1 & 0 & 0 \\
\end{array}
\]

\[
\begin{array}{cccc}
p' & 0 & 0 & -1 & -1 \\
0 & 0 & -1 & -1 \\
\end{array}
\]

\[
A(p, q) = \begin{pmatrix} p - q & q - p \\
-pq - p' q' & -pq - p' q' \end{pmatrix}
\]

The function \( u(p, q) \) is given in Figure 7.

![Figure 7: u(p, q) of example 3](image-url)
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Cav Vex u and Vex Cav u are obtained by quite tedious calculations and since they are not very important here, we do not give them. (They can be found in MERTENS and ZAMIR.) We will just remark that Cav Vex u ≠ Vex Cav u almost everywhere.

The solution of the equations for \( u(p, q) \) is made by considerations similar to those made in the previous example. The problem is reduced to one differential equation of the line on which \( u = u \). (See Figure 8.)

![Figure 8: \( u(p, q) \) of example 3](image)

Let \( q = f(p) \) be the equation of the line \( AB \) of Figure 8; then \( q' = f'(p) \) is the equation of \( CD \). These two lines and the two segments \( CE \) and \( FB \) are the lines on which \( u(p, q) = u(p, q) \). The values of \( u \) on the whole square are obtained by linearity in the directions of the arrows.

It can be shown by inspection of the figures that \( f(p) \leq \frac{1}{2}, f(1) = \frac{1}{2} \). So \( f(p) \) is the solution of the following equation:

\[
\frac{2}{2(1 - p)(1 - p - f(1 - p))}
\]

with \( 0 \leq p \leq 1, f(0) = 0, f(1) = \frac{1}{2} \).

This equation we could not solve explicitly. Of course, it can be solved numerically. From the equation we could deduce that \( f(p) \) is a transcendental function since all the derivatives at \( p = 1 \) are 0 and the same for the derivatives at \( p = 0 \), except the first, which is \( \frac{1}{2} \).

The above equation can be transformed to any one of the two following systems of two ordinary differential equations by the substitutions:

ex libris

ROBERT J. AUMANN
\[ p = \frac{1 + 1}{2}, \quad \varphi(i) = \frac{1 + 1}{2}, \quad \Phi(p) = 1 - 2f(1 - p), \]
\[ \psi(i) = \frac{1 + 1}{\varphi(i)}, \quad \psi(p) = 1 - 2f(p) \]

\[ \psi'(i) = \psi(i) - \frac{\psi(i) + \varphi(i)}{(1 - \varphi(\psi(i)))} \]
\[ \varphi'(i) = \frac{\psi(i) + \varphi(i)}{(1 + \varphi(i))} \]

\[ -1 \leq i \leq 1 \]
\[ \psi(1) = 0; \quad \psi(1) = 1 \]
\[ \Phi^{(n)}(1) = 0 \quad \text{for} \quad n \geq 2 \]
\[ \psi(i) = \frac{1}{2} \]
\[ \Phi^{(n)}(1) = 0 \]
\[ \psi(-1) = \psi(1) \]

B) \[
\frac{d \log \psi}{d \log \varphi} = \frac{1 + \varphi + \psi}{1 - \varphi} \]
\[
\frac{d \log (1 - t) + d \log (1 + t)}{d \log \psi} = 1.
\]
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