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By JEAN-FRANCOIS MERTENS a n d  SHMUEL ZAMIR 

Abstract." We consider repeated two-person zero-sum games in which each player has only partial 
information about a chance move that takes place at the beginning of the game. Under some conditions 
on the information pattern it is proved that lira v, exists, v, being the value of the game with n repeti- 

n ~ c ~  

tions. Two functional equations are given for which lira v, is the only simultaneous solutions. We 
n ~ m  

also find the least upper bound for the error term Iv, - lira v , .  
I n ~ o e  

Introduction 

A game with incomplete information is a game in which one or more of the 
players do not know the complete description of the game; for instance, they do 
not know the other players' utility functions or their strategic possibilities. 
HARSANYI proposes a model for such games. The present study is concerned with 
what happens when such a game is played repeatedly. Though it is conceptually 
motivated by HARSANYfS theory, this paper is mathematically self-contained, and 
familiarity with HARSANYI'S theory is not necessary to understand it. 

HARSANYr shows that, granted some conditions and postulates, games of in- 
complete information are game-theoretically equivalent to certain games with 
complete information, which he calls "Bayesian Games". But when a game of 
incomplete information is played repeatedly, the unknown parameters of the 
game remain the same; they cannot change from stage to stage, be choosen again 
and again at each stage, as would be the case if the "Bayesian Game" with com- 
plete information was repeated. So, at each stage of the game, the players can 
learn something about the parameters originally unknown to them but known 
to the others, by watching which strategy the other players use. 

Since quite many of these games are in fact repeated a large number of times, 
AUMANN and MASCrILER [-1967] began to study the often-repeated games with 
incomplete information. In their attempt to find a suitable solution concept, they 
suggested two alternative approaches [Au~tANN and MASCHLER, 1968]. The first 
is to consider the n-times repeated game F, and its value v, and then find out 

~) This research was done during the visit of J. F. MERTENS to the Institute of Mathematics of the 
Hebrew University of Jerusalem, March-April, 1970. 
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lim v. if it exists. The second approach is to treat directly the infinitely repeated 
n - ~ o o  

game F~ and find its value v| when it exists. 
In their first works on the subject, AUMANN and MASCHLER could not decide 

which approach to prefer since in the class of games they treated, namely 2-person 
0-sum with lack of information on one side, both lim v, and v~o exist and are equal. 

n- -~  oo 

For games with lack of information on both sides, the situation was already quite 
different. STEARNS has given a necessary and sufficient condition for the existence 
of v~, and an example constructed by AUMANN, MASCHLER, and STEARNS showed 
that v~ may not exist. But it was not known for that example whether lira vn 
exists or not and still nothing could be said about the relation between the two 
approaches mentioned above. 

An indication to such a relation was given by ZAMIR [1970] where an example 
was constructed in which v~o does not exist while lim v, exists. The example of 
ZAMIR [1970] does not belong to the class of games considered by STEARNS, 
namely it was not assumed that only choice'of the pure strategies in each stage is 
told to the players. Nevertheless, that example led to the conjecture that in the 
STEARNS case the situation is similar. The present paper proves this conjecture. 
We prove that in a class of games which is larger than that treated in STEARNS, 
lim v, exists and we give two functional equations for which lim v, is the only 
simultaneous solution. An additional result is that the error term Iv, - lim v,I 
is bounded by (K/,~fi) and this is the best bound since it is achieved. 

In view of these results, lira v, rather than v~ seems to be the suitable concept 
of solution for a game of incomplete information repeated a large number of times. 

1. The Game 

In describing the class of games under consideration, let F (p) denote the ordered 
five-tuple ( K , K I , K I I , p , A )  where K = {1, ... ,k}. K I = {KI . . . . .  K~} and K n = 
{K~ . . . . .  K~ ~} are two partitions of the set K into disjoint sets. p = (p~ .. . .  ,Pk) 
is a probability distribution on K and A = (A 1 ... .  ,A k) is a vector of m x l 
matrices of real numbers viewed as payoff matrices of 0-sum 2-pers0n games. 
The elements ofW, r e K will be denoted by (a~j),i e {1 .. . . .  m} = M , j  e {1 .... , l} -- L, 

From F(p) we derive a sequence of games {F,(p)}, n = 1,2 . . . . .  F,(p) is the 
n-times repeated game and is played as follows: 

Stage-0. Chance chooses an element r of K according to the probability distri- 
bution p. Then player I is informed of p and player II is informed of t /where 

r e K~ c~ K~ I. 
Stage-1. Player I chooses il in {1 . . . . .  m} (Player I's first stage pure strategy) 

and player II chooses Jl in {1 . . . .  , l} (Player II's first stage pure strategy). Both 
players are informed of (il,Jl). Stage-1 is repeated again and again. In the h-th 
stage, the players choose the pure strategies i h and Jh respectively, then both are 
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informed of (ih,jh). After the n-th stage player I receives - -  airj~ from player II,  
l ' l h =  1 

where r is the element chosen by chance in stage-0. 
a~j,, may be thought of as the payoff of player II to player I in the h-th stage 

of the game. However, it is important  to notice that at any stage h no player is 

informed directly of the payoff a~j~ at that stage. The division of ~ aT~j, by n 
h : l  

gives actually an average payoff per stage and this enables us to compare payoffs 
and values of F,~(p) and F,~(p) with n 1 ~ n z. 

Special Cases 

If k = ab where a and b are positive integers, we may replace K by 
{(~, fl)[~ = 1 . . . .  , a ;/~ = 1 . . . . .  b}. The probability distribution p will then be written 
as a probability matrix (r~). Assume furthermore that K I = {KI, . . . ,K~} and 
Kn = {K~, . . . ,K~  I} where K ~ =  {(~,1) . . . .  ,(~,b)}; ~ =  1 , . . . , a  and K~ ~ = 

{(1,/~), . . . ,  (a,]~)}; 17 = 1 , . . . ,  b. The class of games we get under these assumptions 
we shall call the "dependent product games". These games can be described as 
follows: Player I can be one of a different types I s . . . .  , I ,  and player II can be 
one of b different types II~, . . . ,  IIb. At stage-0 chance chooses a pair of types 
(e,fl) in accordance to the probability distribution matrix (r~). Player I is informed 
of his type c~ and player II is informed of his type/~ and the game then proceeds 
as described in the general case. 

Notice that after stage-0 player I~ (if chosen) will have the distribution 

(r,~ . . . . .  r,b) = r ,~ on the types of player II (and similarly for player II's distri- 

bution on the types of player I). This distribution is in general dependent of c~ 
i.e. on the type of player I. This explains the qualification "dependent" in the name 
of these games. 

If, moreover, there exist two probability vectors p = (Pl . . . .  ,Pa) and q = 

(q~ .. . .  ,%) such that r~p = paqp for e = 1 . . . .  ,a; fl = 1, ... ,b, we have then the 
"independent" case in which the probability distribution of each player is inde- 
pendent of his own type. These games we will call shortly "product games"; or, 
when ambiguity might arise, "independent product games". This is exactly the class 
of games considered by AUMANN and MASCHLI~R [1967, 1968], and by STI3ARYS. 

2. The Main Theorem 

In order to state our main theorem let us introduce some more notations. Let 
P denote the simplex: 

P =  p = ( p ~  . . . . .  pk) lpr > O ; r  = 1 . . . . .  k; ~ p r  = 1 . 
r = l  
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For any two vectors a = (a J , . . . ,  a k) and b = (b 1 . . . .  , b k) we denote by a .  b the 
k 

vector (a 1 b ~ . . . .  , akb k) while a" b will denote as usual the scalar product ~ arb r. 
r = l  

Now, given F ( p ) =  ( K , K l , K n , p , A )  as described in w 1, we define for any 
p ~ P two subsets of P: 

/ / i ( P ) = ( e * P l  c~=(e l  . . . .  , e k ) ; e r > _ 0 ; e . p =  1 and: 
i e K ~  and j e K ~  for some p = > e i = e J } .  

(2,1) 
FlI~ (P) = {fi * P l fl = (fll ,  "" , f lk) ;  f f  > O; fi " P = 1 and: 

i s K  u and j e K ~  for some r l ~ f l i = f l J } .  

It is clear from the definition (2.1) that for any p e P  both H I (p) and IIix (P) are 
non-empty convex compact subsets of P. A function f(p)  defined on P will be 
called concave with respect to I (shortly: w.r.t. I) if for any Poe P, f(p) restricted 
to / /x  (Po) is concave. Similarly, f (p) will be called convex w.r.t. II if for any Poe P, 
f(p) restricted to Hn (Po) is convex. Given any function g(p) on P we denote by 
Car  g(P) the minimal function f(p)  which satisfies: 

I 

i)f(p) > g(p) for all p e P  
ii) f(p) is concave w.r . t . I .  

Similarly, we denote by Vex g (p) the maximal function f(p) which satisfies: 

i) f ( p )  <__ g (p) for all p e P 
ii) f ( p )  is convex w. r.t. II. 

Denote by S and T the sets of mixed strategies of the players in any game A ~ 
i. e. S and T are the sets of probability distributions on {1, . . . ,  m} and on {1 .. . .  , l} 
respectively. In analogy to the STEARNS' case let TI = {1, . . . ,  p} and Tn = {1 . . . .  , v} 
be called the sets of types  of player I and of player II respectively. Denote by 
K ~ the field generated by K ~ and by K n the field generated by K n . 

Defini t ion 1. 
A one stage mixed  s t ra tegy  of player I is a K~-measurable vector a = (o -* . . . . .  o -k) 

with a r e S  (r = 1, . . . ,k).  
A one stage mixed strategy of player II is a KH-measurable vector z = (z * . . . .  , z k) 

with zr e T (r = 1, . . . ,  k). The sets of one stage mixed strategies of the players will 
be denoted by S I and T n. 

Definit ion 2. 
A strategy a = (o -1 . . . . .  a k) with o "~ e S ( r =  l , . . . , k )  is ca l l ed  non-separating 

(shortly NS) if V i,j, a ~ = aJ. Similarly for z = (z ~ . . . .  , z k) with z ~ �9 T. The sets of 
NS strategies will be denoted by S* and T*. 

Definit ion 3. 
For any p �9 P we denote by A (p) the game Fa (p) in which the players' sets of 

strategies are S* and T* (rather than S ~ and T"). Let u(p) be the value of A(p) 
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(u(p) is well defined and is continuous on P). Finally, let v,(p) be the value of 
F,(p) which surely exists and is continuous since F,(p) is a finite 0-sum 2-person 
game. Now we are ready to state: 

Theorem 2.1. (The main theorem). 
lim v,(p) exists and it is the only simultaneous solution of the functional 
n--+ co 

equations: 
i) v(p) = Vex max {u(p),v(p)} 

I I  (2.2) 
ii) v(p) = Cav min {u(p),v(p)} 

I 

3. A Basic Theorem 

Before proving theorem 2.1, let us first prove a basic theorem that establishes 
the possibility of using a posteriori probabilities as state variables in F,,(p). 
Essentially, the theorem introduces a MARKOV property. 

Before the m-th stage of the game both players remember the pure strategies 
which have been chosen by both of them in previous (m - 1) stages: )~,, = 
[(ix,J0;...  ;(ira-1,Jm-1)]" )Cm will be called the m-stage history. We denote by A m 
the set of all m-stage histories. In addition to 2,. each player remembers his type 
as told to him in stage-0. Therefore, the information of each player before the 
m-th stage is an element of T~ x Am or T~ x Am respectively. Since F, (p) is a game 
with perfect recall we can without any loss of generality consider only behavioral 
strategies. A behavioral strategy of player I is an n-tuple (fl . . . .  ,f,) where fm 
(m = 1 . . . . .  n) are functions fm: TI x Am ~ S or equivabntlyfm : A,~--* S[ Simi- 
larly, a behavioral strategy of player II is (gl . . . .  ,g,) where gm:Am~ T ~I 
(m = 1 . . . .  , n). 

Given two strategiesf = (fl . . . .  ,f,) of player I and 9 = (9i .. . .  ,9,) of player II 
which are being played and given an m-stage history 2m we denote by Pm the con- 
ditional distribution on K conditionally to Am, where the probability space is 
K x Am, with probability derived from p,f, and 9. 

The probability distributions {Pro} are actually the "state variables" of the 
game in the sense of theorem 3.l. 

Lemma. 
The game F,(p) has the same value as the following game: First Fm-I(P) 

(1 _< m _< n) is played, the players tell their (behavioral) strategies to the referee, 
then the a posteriori probability Pm is told to both players by the referee and they 
start playing F,_m+l(Pm ). The payoff of the whole game is ( ( m -  1)H i + 
(n - m + 1)Ha)/n where H i is the payoffin Fro-1 and H 2 is the payoffin F,i_m+ 1. 

Proof. 
The proof of the above theorem will be done in several steps. 
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Proposigion A. 
The game F,(p) has the same value as F,~ (p) played as follows: First Fro_ :(p) is 

played, say with the strategies a m_ 1 and %_ 1. The payoff is multiplied by 
(m - 1)/n. Then a new lottery is performed: First nature chooses an element r 
of K with the probability distribution p, tells the players their types and then 
chooses a history )~m e Am according to the conditional probability distribution 
given r determined by p, am- 1 and :m_ 1- )~,, is told to both players and then they 
play another (n - m + 1) stages of the game and the payoffs are determined by 
the subgame chosen in the last lottery, multiplied by 1In, and added to the payoff 
of the first part. 

Remark. 
It is not assumed that at stage m both players know a m_ ~ and %_ 1. Only nature 

knows them. 

Proof of Proposition A. 
There is a one to one mapping of the sets of strategies of F.(p) into those of 

F2(p), namely: L e t f  = (f t ,  ... ,f,) be a strategy of player I in F,(p) then the corre- 
sponding strategy in F,' (p) is ( f l ,  ... ,fro- :) for the first part and (J~,, ... ,f,) for the 
second. Since f~ is a function from T~ x A l to S it is a right strategy also in U (p). 

Now, the second lottery of nature is constructed so that the expected payoff 
f o r f  and g in each stage of F,(p) is equal to the expected payoff in the same stage 
in F2 (p) for the corresponding strategies f '  and g'. 

In order to prove proposition A, it is now sufficient to show that if some strategy 
f of player I in F,(p) guarantees some payoff M I in F,(p), then f '  guarantees also 
M I in U (p). Indeed, the dual result for player II will then follow, and an applica- 
tion of the minimax theorem in F,(p) will complete the proof. 

Since player II can now be assumed to know f ' ,  he knows the conditional 
distribution as a function of r with which nature chooses "~m ~ A,, at stage m. But 
then all the information (type and history) he got in the first ( m -  1) stages, 
becomes completely irrelevant at stage m, since the second part of the game is 
determined by the new choice of nature, the probability distribution of which 
he knows independently of this information. So, player II can do no better against 
f '  than with some strategy g'. But then the payoff is the payoff resulting from 
f and 9, which is by assumption >_ M~. 

So Proposition A is proved. 

Proposition B. 
v,(p) - the value of F,(p) - is also the value of the following game F,"(p): 

First Fm- ~ (P) is played, say with mixed strategies o- m_ 1 and :m- 1, the payoff is 
multiplied by (m - 1)/n. Then a new lottery is performed: First, nature chooses a 
history 2 m e Am according to the probability induced on A~, by p, am- :, and zm- 1. 
This history is told to both players, then nature chooses r e K according to the 
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conditional probability on K given 2,, as determined by p, o-"_ 1, and r,,_ 1. Both 
players are told their types and then they play another (n - m + i) stages of the  

game where the payoffs are determined by the game choosen in the hast lottery 
of nature, multiplied by i/n, and added to the payoff of the first part. 

Proof of Proposition B. 
The only difference between F,' (p) and F" (p) is in the order in which nature choo- 

ses the game and the history and tells it to the players. This order is obviously 
irrelevant since the players have nothing to do in between. (The joint probability 
of game and history is the same in both cases). 

Proof of the Lemma. 
Propositions-A and B show that the minimax theorem is valid in F" (p). There- 

fore, we can assume from now on that in F2'(p), before stage m, both players know 

Pm" 
In F,"(p), both players can then obviously forget the history 2,. told by nature 

before the m-th stage, remembering only the conditional probability p,, on K 
given this history. So, in F,"(p) we can assume that nature only chooses a p,. 
according to the distribution induced by p, a,. _ i, and z,._ 1 on {p,.}, tells the p,. 
to both players and then chooses a game according to p,.. But this choice of pm 
can surely be done in the following way: Nature - or the referee - watches the 
moves of both players in the first m - 1 stages, and announces Pm as computed 
from them knowing p, % _  i, and % _ 1. This completes the proof of the lemma. 

Theorem 3.1. 
F,(p) has the same value as the game in which at each stage m the a posteriori 

probability p" is told to both players, and the payoff corresponding to that stage 
is determined by a new lottery on K according to p". 

Proof 
The theorem is proved by applying the lemma again and again. 

4. Proof of Theorem 2.1. 

Let p" be the a posteriori probability distribution on K before the m-th stage 
and let ~ = (0 -1 . . . .  ,a  k) and ~ = (-c 1 . . . .  ,z k) be the two mixed strategies played 
by the players at stage-re. The expected payoff at that stage will be H,,(~,z) ---- 

k 

p~, ~rrA~? r (? is the transposition of'c). The a posteriori probability after stage-m 
r = l  

will be P"+I from which each player will calculate conditional a posteriori 
probability given his type. 

Lemma 1. 
i) a is NS ~ p,,+ 1 e/Tn (p,,) ~=> A posteriori probability of ,II is unchanged after 

the m-th stage. 
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ii) z is NS ~ Pm+~ e H t (P~)~"  Apos te r io r i  probabi l i ty  of I is unchanged  after 
the m-th stage. 

This p ropos i t ion  is an immedia te  consequence of the definitions. 

Lemma 2. It  

Let p = y '  )'hPh where Ph e H~ (p), '~h >-- 0, (h = 1 . . . . .  #), and ~ 2h = 1, then 
h = l  h 

player  I has a type dependent  lot tery on the set {1 . . . .  , #} such that:  

i) The  total  probabi l i ty  of  h (h = 1 , . . . ,  #) is )~h. 

ii) The  condi t ional  probabi l i ty  dis tr ibut ion on K given the ou tcome  h is Ph 
(h -- 1, ... ,#). 

Proof  
Let Ph = C~h * P (h = 1 . . . . .  #). Since the componen t s  of ~h corresponding to 

1 2 the same set K ~ are the same;  we write ~h short ly as (~h, ~h . . . .  , ~) .  The  required 
lot tery on {1 . . . .  ,#} is ~p (7~, 2 h 2 h ~  ; = 70 . . . . .  7~) for type p(p = 1 . . . . .  #) where:  yp = 

h = 1, ... ,#, p = 1, . . . , # .  Clearly, 7ho >_ 0 and also: p = 2,~.p, = y ,~(~,, p) = 
h = l  h = l  

�9 p, hence, (1, 1) = = ty h which shows that  
h 

yp (p = 1 . . . .  , #) are probabi l i ty  distributions.  To  show (i) set p(O) = ~ if, then the 
ieK~ 

It It 

total  probabi l i ty  of  the ou tcome  h is ~ (o7 .h ~ p(O)c~ ~ = P ~'p = ~h ~'h(P'C~h) = 2h 
p=l  p = l  

as required. T o  prove  (ii) note  tha t  since the lot tery depends only on the type 
it is clear tha t  the dis t r ibut ions given the types are unchanged  which means  
that  the result ing distr ibut ions on K are in HI (p). It  suffices to prove  therefore, 

that  P r o b  {r ~ K~olh} = p(h ~ In fact: 

(p) 7 h P p 
P r o b  {r e Klolh} = 2 P(~ 

p 

So the l e m m a  is proved.  

2h 

In  what  follows, we work  on f2 = K x L x M, where L = {1 . . . . .  l} and 
M = {1 . . . . .  m} stand for the pure  s trategy choices of bo th  players  at stage m. 

Expecta t ion  with respect  to the var iables  v,p ... will be denoted by E,. p . . . ( ' ) .  
Let  M and L be the ~r-fields on f2 generated by the factors M und L respectively. 
The  strategies ~r = (al  . . . . .  ~r k) and z = (z I . . . .  ,zk) played at stage-m together  
with Pm define a probabi l i ty  measure  on f2. We  shall be mainly  interested in the 
expectat ion:  Ei,j(IPm(rlM x L )  - p,,(r)l) where i and j are the variables of M 
and L respectively. This is the same as E([p~+l(r )  - p~(r)l). 

Lemma 3. 
Let cr = (or . . . .  ,~r) = ~r(pm) = {si(p,,) }, i ~ M  be an op t imal  s trategy of player  I 

in d (p,,). For  any z = (z 1, ... ,z  k) we have  
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Hm(~r,z) >- u(Pm) - ~ crE({P,~+l(r) - Pro(r){) (4.1) 
reK 

where c, = max la~(p){, a}(p) = ~ si(p)a~ . 
j,p i 

Proof. 
Let "~ be defined by: 

= = r = 1 , . . . , k .  ( 4 . 2 )  
p~K 

By its definition f in NS and hence, a strategy of player II in A (p,,). 
Now, if a = {si} , z'--- {t~}, f = {?-i}, i t  M, j e L, r ~ K, we have 

r 
r r p p ~ r r p p pm+,(r{i,j) p,,sitj/~,pmsity p~t} /2pmty=n~t)  (4.3) 

I p e K  I p s K  r m  Fj 

I P= + 1  ( r l i , j )  - P m  (rll = i t;/t'~ - 1 Ip= (r). 
l 

So: E(lpm+, (r) - pro(r)[) = ~, {t}/'[j - i[pm(r ) prob (j). 
j = l  

But prob (j) = t-j 

so we get: E(lp.,+~ (r) - p~(r)]) = p~, ~ It} - }'i1" (4.4) 
J 

Now, the expected payoff  H,, (a, z) is: 

Hm(a,z)  = ~ ' p ~ a A ' ~ '  = Z p ' ~ a A ' ~  + ~ ' p ; a A ' ( ~ "  - ~). (4.5) 
F~K r r 

is NS and o- is optimal in A (Pro); therefore, the first term is at least u (Pro)- 
NOw: 

{~p~aAr(~ ~ -~)1 <_ ~p~c,~{t~ - "[j] = ~,GE(]pm+~(r) - pm(r)]). (by (4.4)) 
I r | r - -  J r 

Inserted in (4.5), this completes the proof  of lemma 3. 

Lemma 4. 

1 ~ ~c,E({p~+,(r)_p,,(r)j)<___~n r~KCrx/P~(l_p~)< - A , ~ - I  (4.6) 
l'l m= 1 reK J 2  

where A = max a~,j. 
i,j,r 

Proof. 
Obviously, the sequence pro(r) is a martingale;  therefore, 

E - pro(r)) 2 = E(p,+l(r) - pl(r)) 2 _< p~(1 - p~) 

and by HOLDER'S inequality: 

E(~= l'P,,+~(r)-P,,(r)O<- / E (  ~=~(P,,+~(r)-p~(r))2 ) ,  

and hence, the first inequality. The second inequality is a simple majorization. 
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Let 
_v(p) = lira infv,(p) 
O(p) = lim sup v.(p). 

Lemma 5. 
The v,(p), n = 1,2, ... are continuous functions on P which have uniformly 

the LIPSCHITZ property, i.e., the LIPSCHITZ constant can be assumed to be inde- 
pendent of n. So ~(p) and _v(p) also have this LIPSCHITZ property. 

Proof 
Such a common LIPSCItITZ constant is 2 A, 

Lemma 6. 
Let f(p) be any function on P such that f(p) <_ Cav rain {u(p),f(p)} then for 

any P0 ~ P and for any e > 0 there are p/e HI (Po) (1 < i < #) and 2 / >  0, ~ 2i = 1 

such that 2 2/pi = Po andf(po)  - ~ < ~ 2~ rain {u(p/);f(p/)}. 
1 1 

Proof 
The proof is straightforward by CARATHEODORY'S theorem, since //t(Po) is 

(# - 1) dimensional. (The involvement of ~ is necessary sincef(p) is not assumed 
to be continuous). 

Proposition 4.1. 
i) _v(p) > Vex max {u(p),_v(p)} 

lI 

ii) ~(p) _< Cav min {u(p),O(p)}. (4.7) 
I 

Proof 
We shall prove only the first inequality; the second will follow by duality con- 

siderations. To prove (i), we shall show that for any e > 0 we can find N s.t. for 
any n > N player I has a strategy in F,(p) that guarantees him Vexmax {u(p), 11 

_v(p)} - e. This will imply (i) since lira infv,(p) is the highest payoff that player I 
can guarantee as n ---, oo (up to an e). 

Define g~(p,n) = (p_(p) - v,(p)) +. 

Given e > 0, let Nl(e ) be such that n > Nl(~)=>maxc3(p,n) <-~-. (Since the 
pep 

6 (p, n) are uniformly Ln'scHITzian, by lemma 5, they converge uniformly to zero.) 

D e f i n e N : N ( e ) = m a x { k ( 3 ~ A ) Z ,  N 1 ( ~ ) ~ } .  

Take now a game F,(p) for n _> N, and consider its equivalent game described 
in theorem 3.1. L e t f  = (fl  . . . . .  f,) be the following strategy of player I:  At stage-m 
play optimally in A(pm) as long as u(p,,) >>_ v(pm), and start playing an optimal 
strategy in the remaining game as soon as u(p,0 < V(Pm). 
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�9 -n ~ ( p ~ o , n - m o )  <- 

+ ~  

(by definition of N 1 (e):) 

Let mo = rain {mlu(p, ,  ) < v(pm)}. By lemma 3, the expected payoff resulting 
from the above strategy is at least: 

1 E  U(Pm) - ~, ~ c~E(]p~+ ~ (r) - pi(r)l) + (n - rno)(p_(p.,o) - .~ (p . ,o ,n  - mo) . 
l~ 1 r eK  

(4.8) 

Since up to stage-m o player I is playing NS, we have by lemma 1 p~ ~ HII (P) for 
m = 1 , . . . ,m  o, hence, 

u(P0) + (n - mo)v(p,, o >Vex  max {u (p), v (p)} 
n ii 

by lemma 4, the second term in (4.8) is at most A x /k f  _< --.E As for the last term 
in (4.8) we have: x/n 3 

n - N l ( e )  

[max 6 (p, n - i)] p (rno = i) 
i=1 p 

Nt(e) 
[max 6(p,n - i ) ] p ( m o  = i) 

l'l n - N l + J ,  p 

e N I ( 0 " 2 A  e e 
<-5-+ < - - + - .  n - 3  3 

We conclude that the above described strategy guarantees player l the quantity 
(4.8) which is > Vexmax {u (p), _v (p)} - e. This completes the proof of propo- 
tion 4.1. 

Proposi t ion 4.2 1). 

_v(p) and v,(p); n = 1,2 . . . .  are concave w.r.t. I; ~(p) and v,(p); n = 1,2 . . . .  
are convex w.r.t. II. 

P r o o f  
Since the maximum of two convex functions is convex, and the minimum of 

two concave functions is concave, it is sufficient to prove the proposition for 

v,(p). By duality considerations it is sufficient to prove the concavity only. 
Assume on the contrary that there exist P0 e P, p~ e /7  I(po) (1 _< i _ #), and 

/z ~t # 

2i -> 0, ~)oi = 1 such that ~ 2ip ~ = Po and ~).~v,(p~) > v,(Po). Let us show that 
1 1 1 

# 

player-I can guarantee himself the quantity ~ 21v,(pi) in F,(po). The way to do 
1 

this is to make the lottery described in lemma 2, after the initial move of chance, 

1) This propos i t ion  for games with lack of  informat ion on one side is proved by AUMANN and 
MASCrtLER [1968], p. 74]. 
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but before the first stage of the game. Then, if the outcome of the lotter'y is i 
(1 <_ i _< #), he should play optimally in F,(p~). Now, assume afortiori that player 
II knew the outcome of this lottery. Then after the lottery, the situation is exactly 
as if both players started playing F,(p~), so player I can guarantee himself v,(p~), 

# 

and thus in average ~ 2/v,(p/). 
t 

Proposition 4.3. 
Let f be any function on P such that f(p) < Vex Cav min {u(p),f(p)}. Define 

I I  I 

@Z 6(p,n) = ( f ( p ) -  v,(p)) + then 6(p,n) <_ c,x/p~(1 p~) in particular we 
have then f(p) < v. ~/n ~ 

Proof  
Obviously, this set of functions f has a largest element, for which the equality 

f(p) = Vex Cav rain {u(p),f(p)} must hold. We can and do assume that we are 
II I 

dealing with this f Let 6o(p,n) = + 2 cr P x / ~  - pr); it is sufficient to prove 
N / n  r~K 

that for any e > 0, player I can guaranteef(p) - 3o(p,n) - e (since F,(p) is a finite 
game he has an optimal strategy and can thus also defend f(p) - CSo(p,n)). Look 
at the equivalent game to F,(p) described in theorem 3.1. For any e > 0 consider 
the following strategy of player I: As long as u(p~) > f(p~), play optimally in 

A (Pro) at stage-re. If u (p,,) < f(Pm) then consider the Pm,h and 2 h of lemma 6 for e 
n 

Now, make the lottery described in lemma 6, after which the a posteriori 
probability distribution is one of the {Pro,h}, say Pm.h; then play optimally in 
A (Pro,h) at stage-rn. By this strategy, the expected payoff at stage-m is (by lemma 3) 
at least: 
- if U(pm) >--f(pm)'u(p~,) -- ~ crE([pm+1(r) -- pm(r)[)>f(pm)-  ~ c~Elp~+l - p~[ 

g r 

- if u(p~) < f(Pr,), and h is chosen (by argument similar to that used in proposi- 
tion 4.2.): 

u(Pm,h) - • c,E(lp,,+z (r) - p,,(rlh ) II h) >_ W(pm,h) -- ~ CrE(lP,,+I (r) -- pm(r[h)[Ih) 
r r 

where w(p) = min {u(p),f(p)}. 
Denote by p~(r) the random variable p,,(rlh ). If we take expectations with 

respect to K, we get: 

E 2hW(P',h) -- E c,E([pm+ ~(r) - ~m(r)l)>_f(pm) - ~-- - E crEIP,,+ ~(r) - ffm(r)l. 
r n v 

Let us define in the first case/sin(r) = p~(r). Then the sequence 

(p~ (r),/51 (r) . . . . .  p~(r),lSm(r),p~+l (r ) , . . . ,  p,(r)) 
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is also a martingale, and in any case, the expected payoff at stage-m is at least 

/~/, \ 

n 
crE(Ipm+ l (r) - fi,,(r)l). 

r 

Let us now prove that f(Pm) + m - 1 m m ~ e, f (~,,) + e, f (p ) + - -  e . . . .  is a 
n ~ m + l  n 

m - 1  m 
submartingale. For  the steps from J'(p~) + ~ e to f~m) + - - 8 ,  it is trivia/ 

n n 

in the first case, and in the second case it follows immediately from (lemma 6): 
m m 

f ( P ' ) -  ne _< ~2h f (p , , , h )  " h  For  the steps from f(/3m) + ~en  to f(pm+3 + ~ , n  it 

follows from the fact that, since player I plays NS at/~,,,p~+ ~ ~H~I (Pro) and since 
f is convex w.r.t. II. 

So we have E(f(Pm))  >- f (p)  

m - - 1  
at  leas tJ tp)  - -  e 

n n 

m - 1  
e. Thus the expected payoff at stage-m is 

c~E([ Pm+ 1 (r) - i6,, (r)[).The expected payoff over 
r 

the whole game is then (by lemma 4) at least f ( p )  - ~o(p,n) - n 1-  ~ e > 

t iP)  - go (iv, n) - -~- which completes the proof of the proposition. 

Corollary. 
v_(p) = ~(p) = lira v,(p). 

n ~ o o  

Proof. 
Follows from (4.7) (ii), propositions 4.2 and 4.3. 

Definition. 
Let us define v(p) = lira G(P). 

n ~ c o  

Theorem 4.4. 
Consider the inequalities: 

(~) f ( p )  >_ Cav Vex max {u(p) , f (p )}  
I II 

(fl) f ( p )  <_ Vex Car  min {u(p) , f (p)}  . 
II I 

Then 

(A) v(p) is the smallest solution of (e) and the largest solution of (fl). 
(B) In particular v(p)is the only solution of the system {(7),(fl)}. 
(C) v(p) is the only solution of the system: 

(c() g(P) = Vex max {u(p),g(p) } 
II 

(/~') g(P) = Cav rain {u(p),g(p)} �9 
I 
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Proof  
(A) and (B) follow immediately from propositions (4.1), (4.2), and 4.3 (with its 

dual), As for (C), since v(p) is convex w.r.t. II v(p)<_ Vex  max  {u(p),v(p)}. 
II 

Together with (A), this implies that v(p) is a solution of {(~'),(fi')}. Uniqueness 
follows then from (B). 

Theorem 4.5. (The Error term) 

reK N/H reK 

where the c', are defined for player II in an analogous way as the cr were defined 
for player I. 

Proof  
Follows immediately from proposition 4.3 and theorem 4.4. 

Remarks. 
1) In the case where there are only two games, with lack of information on one 

side, we can get a somewhat better bounds, if we are a little more careful in lemma 3; 

in fact, define 
C~(p) = max la~(p)l, C = max(Cl(p) + Ca(p)). 

j p 

Then v(p) - v,(p) < C ~ 1  - P), and similarly for a lower bound. 

2) In ZAMm [1969], p. 6, the following example is given of a case where there 
are only two games, with lack of information for player II : 

3 --1 
P 

- 3  1 

2 --2 
1 - - p  

--2 2 

In this case, u(p) = v(p) = O, v,(p) > O, and we can show that, for p --- �89 the 
error term is bigger than 75 % of the upper bound given here. (For n = 1, the error 
term is even actually equal to the upper bound). The method is similar to that of 

ZAMm [i969]. 

5. Existence and Uniqueness of the Solutionof Equations (2.2) 

In this section we will study somewhat more carefully the equations (2.2). 
We want to show that, for any continuous function u on the simplex, there exists 
a continuous function v = r (u) on the simplex, such that theorem 4.4 remains 
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valid. Tha t  is, we want  to dispense in theorem 4.4 with the assumpt ion  that  the 

function u arises f rom some game. 
Deno te  by C the space of all cont inuous  functions on the simplex; by U, the 

subset  of  C consist ing of those functions which are the "u-function" of  some 
two-person  ze ro - sum game  with incomple te  information.  Deno te  by q0 the m a p p i n g  
q~ : U ~ C, q) : u ~ qo (u) = v. In the whole of  this paragraph ,  C is endowed with 
the topo logy  of uni form convergence.  

Proposition 5.1. 

a) U is a vector  lattice 1) which contains all the affine functions. 
b) In part icular ,  U is dense in C. 

Proof. 
a) 1) U contains  the affine functions. 

k k 

Let u = ao + ~ aipi = ~ (ai + ao)Pi. Then  u is obviously  the "u-function" of  
1 1 

the game  where A i = (ai + ao). 
2) u ~ U  ~ - u ~ U .  

If u arises f rom the game  with matr ices  (A 1 . . . . .  Ak), then - u  arises f rom the 
game  with matr ices  [ - ( A 1 ) ' , - ( A 2 )  ', . . . .  --(Ak)'], where the pr ime denotes  
t ransposi t ion.  

3) u~  U, 2 > 0 ~ 2 u ~  U. 
If  u arises f rom (A 1, ... ,Ak), then 2u arises f rom (2A 1, ... ,2Ak). 

4) Ul ~ U ,  u 2 ~ U  ==> uj_ + u 2 e U .  

Let u i arise f rom (a  1'i . . . .  ,Ak'i), with pure  strategy sets Mi = {1 . . . .  ,mi} for 

player  I and Li = {1, . . . ,  li} for player  I I .  Then Ul + u2 arises f rom (B 1 . . . .  ,Bk), 
where B h (1 < h ___ k) is an ml m2 x ll 12 matr ix,  with elements 

b h = a h.'l. + a ~ '2 .  ( ( i l , i 2 ) ~ M  t x M z , ( j l , j 2 ) E L  1 x L 2 ) .  (il,i2),(jl,j2) zl ,J1 t2,J2 

5) u ~ U  ~ u +  ~ U .  

It is sufficient to add  a last row of zeroes to each of the matr ices  A i - (u arises 

f rom (A ~ . . . . .  A k) - in order  to get the matr ices (A n . . . .  , Ako) f rom which u + arises. 
These five points  achieve the p roof  of  (a). 

(b) is a consequence f rom (a) and f rom the STONE-WEIERSTRASS theorem for 
lattices 2), since the affine functions are clearly separat ing.  

Proposition 5.2. 

~p : U ~ C has a unique m o n o t o n e  extension ~o : C ~ C - or: a unique con- 
t inuous extension ( p : C - ~  C; this extension is m o n o t o n e  and of n o r m  1 

(H~o(f) - ~o(g)ll -< r l f -  gH). 

1) A vector space which is a lattice. 
2) See for instance "Real and Abstract Analysis" by HEWIrT and STROMBERG, Springer-Verlag, 

N. Y., Inc., 1965. Theorem (7.29), p. 94. 



54 J . -F .  MERTENS a n d  S. ZAMIR 

Proof. 
qo : U ~ C is monotone and of norm 1. Indeed, monotonicity follows immediately 

from theorem 4.4 (A). The fact that q0 is of norm 1 follows from monotonicity 
and from the fact that, if ~ is any constant, (p (u + e) = q)(u) + e - which is also 
a trivial consequence of theorem 4.4. Therefore, the fact that U is dense in C 
(proposition 5.1) gives immediately the proposition. 

Theorem 5.3. 
Theorem 4.4 remains true for any u e C, with v replaced by qo (u). 

Proof 
Since the operators Cav, Vex, max, and rain used in the several equations of 

I II 

theorem 4.4 are continuous with respect to the supremum norm, and since ~o is 
continuous with respect to that norm, we have immediately that 

(1') q~(u)(p) = Vex max {u,q~(u)} 
II 

(2') q)(u)(p) = Cav min {u,q0(u).}. 
I 

In particular, ~o(u) is a solution of 
(1) q~(u)(p) > Cav Vexmax {u,q0(u)}. 

I II 

If we prove it is the smallest solution of (1), then we can achieve the proof of 
theorem 5.3 in the same way as we proved theorem 4.4. 

So, l e t f b e  any solution of (1), and let (u,) be an increasing sequence in U con- 
verging uniformly to u (this exists by proposition 5.1). Thenf i s  afort iori  a solution 

of f (p)  _> Cav Vex max {u,,f}, and so, by theorem 4.4, (A), f(p) > qo(u,)(p). But, 
1 I1 

by the continuity of qg, q~(u,)--* q~(u), and so f >  (p(u). This completes the proof 
of theorem 5.3. 

Theorem 5.4. (An approximation procedure for q0 (u)). 
Define 

Vo = - 0 %  ~0 -- +0% _v,+l = Cav Vexmax {u,_v,}, ~,+~ = Vex Cavmin {u,~,}. 
I II II I 

Then v. _< _v.+ 1 < "" ", v. > v.+ 1 > "" ", and both (v_.) and (~.) converge uniformly 

to ~o (u). 

Proof. 
Since u is continuous on a compact set, it is uniformly continuous, and it is 

easy to check that the operators min, max, Vex and Cav preserve the modulus 
II I 

of uniform continuity. Therefore, both sequences (_v,,),= ~ .... and (~,),= ~ .... are 
equicontinuous, and obviously bounded: so they are compact in the uniform 
topology. 
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Let us prove _v, _< _G+I. It is obviously true for n -- 0. If _v,_l -< _v,, then 

_v, = C a v V e x m a x  {u,v ,_i}  _< Ca r  V e x m a x  {u,v,} = v ,+l .  
I I I  1 II  

Let us prove _v, < ~0(u). It is obviously true for n = 0. If _v,_l < q)(u), then 
_G = Cac Vex max {u,v,_l}  _< Cav Vex max {u, cp(u)} < ~0(u)(by theorem 5.3). 

I II I II 

Let v -- lira _v,: this limit is uniform by the compactness  of the sequence. Then  
n--~ oo 

_v = Cav Vex max {u, v}, and _v _< cp(u). Theorem 5.3 implies, therefore, that 
l II 

v = q)(u); _v, converges uniformly to ~o(u). The same argument  applies to the se- 
quence ~,. 

Corollary 5,5. 
I fu  is a cont inuous  function on the simplex, then both  Cav Vex u and Vex Cav u 

I 11 II  1 

are convex w.r.t. II and concave w . r . t . I .  

Proof 
Define v = Vexu.  Then  q)(v) = V e x m a x  {v, cp(v)}. Since both  v and q~(v) are 

II II 

convex w.r.t. II,  max  {v, cp(v)} is also; therefore, q~(v) = max {v,~o(v)}:~p(v) >_ v. 
But cp (v) = Cav rain {v, q9 (v)} = Cav v = Cav Vex u. Since cp (v) is convex w.r.t. 

I I I II 

II, it follows that  Cav Vex u is also. F r o m  this follows the corollary. 
l II 

Remark 1. 
On alternative set-ups for this paper. 
The  results of  this paper  can be obta ined by several other  approaches.  Let  us 

sketch here some of them. 

a) (i) If player I can guarantee  f (p)  (up to an e), then he can also guarantee 

Cav Vex max {u(p),f(p)}. The p roof  of  this is completely similar to that  of Pro-  
I II 

posit ion 4.1, using also Propos i t ion  4.2. A dual s tatement  is valid for player II. 
(ii) Define a sequence v n and a sequence ~n as in theorem 5.4. Then  applying 

the above proper ty  inductively it follows that  player I can guarantee each of  the 
v, and therefore he can also guarantee v = lira v,. Similarly, player II can guarantee 

= lira ~,. Fur thermore ,  v = Cav Vex max {u, v} and ~ = Vex Cav rain {u, ~}. 
I II l I  I 

(iii) F r o m  these two equat ions and the fact that v _< ~ one derives that v = 
(as in MERTENS and ZaMm, theorem 4.2) .  

b) (i) The first point  is as in (a). 

(ii) Def ine  v = lim inf G and ~ = lim sup v,. Player  I can guarantee v and 
player II can guarantee ft. So replace f i n  the first point  by v_ (and by fi in the dual 
s ta tement  for player  If). 

(iii) The  third point  is again identical to the third point  of (a). 
This is the way used by MERTENS and ZAMm. The first two points are essentially 

equivalent to Propos i t ion  4.1 and 4.2. A third approach  would be: 
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(i) Prove directly corollary 5.5. 
(ii) Using this and theorem 5.4, prove theorem 5.3 [through MERTENS and 

ZAMIR, theorem 4.2.]. 
(iii) Prove Proposition 4.3 and deduce the required result by applying it to 

both players. 

Remark 2. 
It is quite easy to see that several other limiting procedures such as discounting, 

lead to the same limit with a similar error term. In fact, now that we have the ex- 
istence and uniqueness of v = q~ (u) for each continuous u (theorem 5.3), Proposi- 
tion 4.3 applies immediately to each of the other cases, with a slight variation in 
the computation of the error term. For instance: 

/ - -  k 

a) Discounting. For 0 < fl < 1 let Ha(p)=  E ( ~ f i ( 1 -  fl)"H,+l), where H,+ 1 
/ 

is the payoff at stage n + 1. Then HB(p) is the payoff function of what we might 
call the discounted game. 

One can think of this game as if there was a stopping time T, with a geometric 
distribution such that at each stage n there is a probability fl of stopping at that 
stage, given that no stop occured before. T is independent of the game and is 
not told to the players. Then Ha(p) can be looked upon in either of the two follow- 
ing ways: either the players get as payoff the payoff they received at stage T 
exactly (not the accumulated payoff) - or the players get as payoff their accumu- 
lated payoff up to stage T, divided by -~, the expected number of stages in the game. 

1 
Let v a (p)be the value of this game�9 Then v~ (p) > v (p) - ~ cr ~ (1 - pr)---'-~" 

r V ~  
Thus as fl ~ 0 we get (using also the dual inequality) vp(p) ~ v(p) with an error 
term of the order of magnitude 1 / x / ~  which is the analogue of 1 / ~ .  

b) A Variant of (a) might be to give the players as payoff their accumulated 
payoff up to time T, divided by the actual number of stages in the game - this 

). H~ 
means Ha(/) ) -- E fl(1 - fi ~ - then one gets: 

~ n + l  

va(p ) >_ v(p) - E G ~/p'(1 - p~) 

(1  - f l )  1 - f i  

>- a p )  - Z cr,/p (1 - 1 

With the same interpretation for 1/fl, the analogy is again striking ( x f ~ l  - fi is 
essentially constant when fl ~ 0). 

This shows really that our results remain essentially unchanged for any 
reasonable concept of an "often repeated game". 
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6. Examples 

In this last section let us find v(p) for some examples. The examples are what 
we called product games. In these games our representation leads to the usual 
one used by AUMANN and MASCHLER [1967] and STEARNS. 

By rescaling probabilities and payoffs in a compensating manner, it can be 
shown that any game of the type we considered in this paper is strategically 
equivalent to such a product game and even one with uniform probabilities. 
Indeed, if the original game were expressed in our usual notation, the matrices 
B ij for the equivalent game would be given by the equations: 

B ij = ,u. v �9 ~ pkAk 
ke Kl n K~ 

where an empty sum is zero. 
This shows that our restriction to examples of the product type is not a severe 

restriction. Indeed, this transformation permits to reduce each game, for fixed p, 

to a product game, and thus to compute its solution - for each fixed p. But it 
makes it not possible to see the dependence of the solution on p. We owe this 
remark to the referee, p will denote from now on the probability distribution 
assigned by player II to the types of player I and q is the probability distribution 

of player I on the types of player II. The game will be denoted by F, Op,q), its value 
by v,(p,q), lira v,,(p,q) = v(p,q) and u(p,q) will be the value of A(p,q), the game 

/ / ~  ct) 

in which both players play NS. 
The equations (2.2) which determine v(p,q) are now: 

i) v(p,q) = Vex max {u(p,q),v(p,q)} 

q (6.1) ii) v(p,q) = Cav rain {u(p,q),v(p,q)}.  
P 

In the following examples, there are two types of each player, so p and q are 
one dimensional and the functions can be described on the unit square. Even in 
this simple case, we do not have in general an explicit solution of equations (6.1). 
However, it turns out that the most useful result is lemma 6 of w 4 which for this 
case says: 

i) u(p,q) < v(p,q) ~ v(p,q) is linear in the p direction. 
ii) u(p,q) > v(p,q) ~ v(p,q) is linear in the q direction. (6.2) 
So we can describe v(p,q) by giving only the locations (p,q) on the unit square 

on which v (p, q) = u (p, q). 

We will write shortly p' for 1 - p and q' for 1 - q. 

Example 1 
The first example is that considered in AUMANN and MASCHLER [1967], in which 

Car  Vex u (p, q) :p Vex Cav u (p, q) and hence v~ (p,q) does not exist. The matrices 
P q q P 

are as follows: 
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p, 

q 

1 2 0 

- 1  2 0 

1 2 0 

- 1  2 0 

1 0 2 0 

- 1  0 2 0 

- 1  0 2 0 

1 0 2 0 

qt 

- 1  0 

1 0 

1 0 

- 1  0 I 
I 

- 1  2 

1 2 

- 1  2 

1 2 

The functions u(p,q) and v (p, q) are given in the following diagrams. 

cI 

q "  4 p '  " 

1 

Z P'*2q-4 P q' ~ g / ~  2 P'+ 2q'-4p'q' " 

p ~ �9 3--7~-4~ ~ 0.2 

Fig. 1: u(p,q) of example 1 

,-q 

It  turns out  that  v(p,q) --- lim v,(p,q) = Cav Vex v(p,q) as shown in Figure 2. 
n--* oo p q 

The thick lines are the lines on  which v(p,q) = u(p,q). O n  the regions defined 
by these lines v (p, q) is linear in the directions described by the arrows (according 
to whether u(p,q) > v(p,q) or u(p,q) < v(p,q)). 
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! ,_ _3 
0 4 2 4- 

: i i i 

2p 

• 
2 

i 
2p' q 

.--.--,. q 

-2 (  p +q'-4pq') 

p 

Fig. 2: Cav Vex u(p,q) = v(p,q) of example 1 
p q 

So this example happens to be somehow a special case, namely, lim v. coincides 
with of the two bounds Cav Vex u and Vex Cav u. The second example does not 
have this property. 

Example 2. 

P q q P 

q q' 

0 0 0 0 1 - 1  1 - 1  
P 

- 1  1 1 ' - 1  0 0 0 0 

p, 
- 1  1 - 1  1 0 0 0 0 

0 0 0 0 1 - 1  - t  1 

P - q i q - P  P - q  q - p  Here A (p,q) . . . .  q' q' q' 
q' p p p -  - p  

The functions u (p, q), Cav Vex u (p, q) and Vex Cav u (p, q) are given in Figures 3 
P q q P 

to 5. Notice that all the functions under consideration are symmetric with respect 
to p = �89 and q = 1. 
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0 

q-P 

/ 
P'q'/ 

q,_p 

~ i- pl 

p'- q' 

, -q  

Fig. 3: u(p,q) of example 2 

- -  ! 

2 

4pq-p-q I 4pq'-p-q' 

-q -~- 

4 p 'q-p ' -q  4 p~q'- p'--q ' 

-q '  

Fig. 4: Cav Vex u(p,q) of example 2 
iv q 

To find v(p,q) we proceed th rough  the following steps: 
"1. On  the s e g m e n t ( 0 , � 8 9  (�88189 (A - B  on the fig. of  VexCav)  C a v V e x  = 

Vex Cav = u, so this must  also be the value of  v on this segment. 
2. O n  (0,0) (and so on the four extreme points) we have Cav Vex = Vex Ca r  = u, 

so again this must  also be the value of  v there. 
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I 

(2p-l)q 

(2p'-l)q 

A 

B (2p -l)q' 

(2p'-l)q' 

�9 q 

Fig. 5: Vex Cav u(p,q) of example 2 
q P 

3. On  the diagonals  we have  u > Vex Cav (except in the center, and,  of  course, 

on the ext reme points), so certainly u > v there. 
4. O n  the sides (0,0) - (1,0), (except the end points) we have u < Cav Vex and 

so certainly u < v. We conclude that  the line on which v = u (in the first quarter)  
starts at (0,0) and lies be tween the d iagonal  and the side (0,0) - (�89 0). 

5. The  second line on which v = u which contains (0 , �89  (~,~)1 1 (see 1) mus t  
cont inue beyond  1 ~ t (�88 but  not  as far as (x,~) otherwise convexity in the q direction 
is violated. Let  the endpoin t  of  this segment  be (4,�89 (�88 < ~ < �89 

6. At any  point  on which v = u, v is differentiable in bo th  variables joint ly  if u 
itself is. (This last p rope r ty  is general, ~rovided the line is not  parallel to the axes). 

0 s 1 

P 
Fig. 6: v(p,q) of example 2 
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After the above considerations, we let p = f (q )  be the line between the diagonal 
and the side on which v = u. Then we write v(p,q) in terms of f by linearity con- 
siderations. 6. gives, then, a differential equation for f(q).  The solution of this 
equation happens to be p = 2q q'. From this we find (by convexity arguments) 
the parameter ~ (which happened to be ~). Finally, we write again the differential 
equation from p = ~ to p = �89 and find p = ~ + q for �88 _< q _< -~. The resulting 
v(p, q) is given in Figure 6. 

As in the previous example, thick lines are the locations on which v = u and 
the arrows denote the directions of the linearity of v. 

One can check that the v(p,q) we get is indeed a solution of (6.1). This is done 
easily and so the problem is solved. Notice that in this example v(p,q) = lim v,(p,q) 
is almost everywhere different from Cav Vex u and from Vex Cav u. 

Example 3. 
q q' 

P 

0 0 

- 1  - 1  

1 - 1  

0 0 

V----W-F'-'---~ 
p, - 1  1 

0 0 

A l p , q )  = 

p - q  q - p  

- p q  - p, q, - p q  - p, q, 

The function u (p,q) is given in Figure 7. 

o �89 

\ 

l i  

Fig. 7: u(p,q) of example 3 

lil 
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Cav Vex u and Vex Cav u are obtained by quite tedious calculations and since 

they are not very important  here, we do not give them. (They can be found in 
MERTZNS and ZAMIR.) We will just remark that Cav Vex u @ Vex Cav u almost 

everywhere. 
The solution of the equations for v,(p,q) is made by considerations similar to 

those made in the previous example. The problem is reduced to one differential 
equation of the line on which v = u. (See Figure 8.) 

1 o 2- I 
LA IC E 

,F 

q 

Fig. 8: v(p,q) of example 3 

Let q = f ( p )  be the equation of the line A B of Figure 8; then q' = f(p ' )  is the 

equation of CD.  These two lines and the two segments C E  and F B  are the lines 
on which v(p,q)  = u(p,q).  The values of v on the whole square are obtained by 
linearity in the directions of the arrows. 

It can be shown by inspection of the figures that f(p)  _< �89 f(1) = �89 So f(p)  
is the solution of the following equation: 

(1 - 2f(p))(1 - f (p)  - f (1  - p)) 
f~(p) = 

2(1 - p)(1 - p - f ( 1  - p)) 

with 0 _< p < 1,f(0) = O,f (1)  = �89 

This equation we could not solve explicitly. Of  course, it can be solved numeri- 

cally, F rom the equation we could deduce that f(p) is a transcendental function 
since all the derivatives at p = 1 are 0 and the same for the derivatives at p = 0, 
except the first, which is �89 

The above equation can be transformed to any one of the two following systems 
of two ordinary differential equations by the substitutions: 
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A) 

p = m 

4,'(t) = ~ (t) 

~'(t) = q, (t) 

2 ' ~0(t) = , ~(p) -- 1 - 2f(1 - p),  

if(t) = ~ ( - ~ ) ,  t~(p) = 1 - 2f(p)  

(t) + ~(t) 
(1 -- t ) ( t  -- 9 ( t ) )  

0 (t) + q~ (t) 

(1 + t )( t  + O(t))  

B) d l o g O  1 + t t +  

dlogq0 1 -  t t - q )  

d log (1 - t) d log (1 + t) 
+ = 1 .  

d log ~ d log q) 

Acknowledgements 

- l _ t _ < l  

$(1) = O; 9(1)  = 1 
qo(")(1)=0 for n > 2  
~'(1) = �89 
qr - 0 
~t(--t) = o(t)  
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