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Abstract

In this paper we present a numerical stability calculation for steadily rotating spirals in an excitable medium. While experiments, as well as numerical simulations of two-field reaction–diffusion models have shown the existence of a Hopf bifurcation from steady rotations to a meandering state, all the analytical approaches so far have failed to predict this transition. This mismatch between analysis and simulations raises the question whether meandering critically depends on the finite diffusivity of the interface separating between the excited and the refractory phases. Our calculations show that this is not the case. The meandering transition takes place even in the limit of an infinitely sharp interface. The boundaries of the meandering transition as function of the model parameters are traced. We discuss possible explanations for the failure of previous analytical approaches.

1. Introduction

The study of spiral patterns in excitable media has been the focus of considerable attention in recent years (for a review, see [1]). Much progress has been achieved in this area through the use of simulations [2–4], the analysis of various limiting cases [5–8], and most recently, the numerical solution of the steady state problem [9–11]. Spirals are relevant not only in the context of chemical reactions, such as the famed Belousov–Zhabotinskii reaction [12,13], but also in various biological systems, such as electrical conduction in heart tissue [14], and aggregation of the slime mold [15].

Spirals exhibit a wide range of interesting dynamics. In particular, simulations reveal a Hopf bifurcation from steady-state rotation to meandering as some of the control parameters are varied. In the steady state, the spiral tip rotates at constant frequency about some fixed point. In contrast, the meandering state is a compound rotation where the distance of the tip to the center of rotation oscillates periodically. By simulating the model near the transition point, Barkley [2] and Karma [3] were able to demonstrate the Hopf nature of the transition and calculate
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the unstable eigenmode. Subsequently, Barkley [9] directly demonstrated the Hopf nature of the bifurcation from a numerical stability analysis.

There remain, however, many open questions regarding this transition to meandering. In particular, the analytical treatments to date [6, 7, 16] have failed to reveal the existence of this bifurcation. The connection between the numerical results and analysis is obscured by the fact that the analysis is restricted to the thin-interface limit. The calculations to date, however, were done in the context of the two-field model, and thus restricted to not-too-small values of $\epsilon$.\(^1\)

This thin-interface, or free-boundary, limit arises [18] from taking the ratio $1/\epsilon$ of the reaction rates of the bi-stable reaction to the refractory reaction to be large. In this limit, the dynamics reduces to that of the single “slow” field. The spiral can then be considered as a sharp interface between two different phases of the fast field, the so-called “excited” and “refractory” regions. One very useful outcome of the thin-interface limit is that the spiral achieves a simple scaling form, known as Fife scaling [19]. In this form, the parameter $\epsilon$ only determines the overall length and time scales of the pattern.

Another crucial assumption needed for the analytical treatment is the smallness of the diffusion constant $D$ of the slow field. When $D$ is small, the diffusion of $v$ can be ignored everywhere outside a small region around the spiral tip. It is possible then to construct a solution for this so-called “outer” region that leads to the selection of a unique rotation frequency. The outer solution, however, has an unphysical behavior at the tip. This can be resolved by rescaling space near the tip, and the construction of a solution for this core region, which has to be matched to the outer solution [6, 20]. The analysis [7, 21] indicates that the interesting stability properties arise from the core region. A stability analysis [7] about the core solution yielded a real unstable mode, as opposed to the complex conjugate modes of a Hopf bifurcation. It is unclear how to reconcile these results to the simulation results discussed above. One possibility is that the meandering transition critically depends on the finite diffusivity of the interface (a finite-$\epsilon$ effect). It is crucial, therefore, to examine the question of whether the thin-interface and weak diffusion limits preserve the generic features of spiral dynamics, including the meandering transition, or alternatively induce new features not seen for finite thickness interfaces.

In this paper we present a numerical stability calculation of spirals in the free-boundary limit. This calculation is performed for a perturbation about the steady-state free-boundary spirals numerically constructed in [11]. The method is based on the idea [10, 11] of mapping the spiral interface to the $x$-axis so that the excited (refractory) region maps onto the upper (lower) half-plane.

Our major finding is that the free-boundary spiral indeed undergoes a Hopf bifurcation, that is, the free-boundary limit does preserve the meandering transition. We trace out the meandering transition point as a function of the various parameters. In general, the instability is enhanced for large asymmetry between the two phases (or a low excitability threshold), and for small value of $D$. Small values of $\epsilon$ generally tend to stabilize the solution. We find that there is a subtle interplay between the small $\epsilon$ and $D$ limits. The results crucially depend on the relative sizes of these two small quantities. For intermediate values of $\epsilon$, the stability properties as a function of $D$ may even be nonmonotonic. Specifically, for decreasing $D$, the initial instability may be followed by a re-entrance into the stable regime before destabilizing again. We also compare our results to those of Barkley [9] for the two-field spiral stability at $D = 0$.

2. The model

We start from the two-variable reaction–diffusion system studied by Barkley [2].

\[
\dot{u} = \nabla^2 u + \frac{1}{\epsilon} u (1 - u) \left( u - \frac{v + b}{a} \right),
\]

\(^1\) Note, however, the very recent work in [17], which simulates the thin-interface limit directly. We discuss this in the conclusions.
\[
\dot{u} = D \nabla^2 u + u - v.
\]

(1b)

The fast variable \(u\), by virtue of the smallness of \(\epsilon\), is always either 0 (refractory, "-"), or 1 (excited, "+"), except for sharp transition regions of width \(\sqrt{\epsilon}\). Thus, the \(u\)-field can be eliminated, resulting in the \(v\)-field dynamics,

\[
\begin{align*}
\dot{v}_+ &= D \nabla^2 v_+ + 1 - v_+ , \\
\dot{v}_- &= D \nabla^2 v_- - v_- .
\end{align*}
\]

(2a) (2b)

in the two phases, respectively. The \(v\)-field is continuous and has continuous first derivatives across the transition regions, or interfaces. The dynamics of these interfaces is given by the eikonal equation,

\[
c_n = -\kappa + \frac{v(v_{\text{int}})}{\sqrt{\epsilon}},
\]

(3)

whereby the normal velocity \(c_n\) of a given point on the interface is given by the interfacial curvature \(\kappa\) and the value of \(v\) at this point. We adopt the sign convention that the interface has positive velocity if the excited phase propagates into the refractory phase. Similarly, the interface curvature is positive when the excited region is convex. The function \(v\) can be computed from an analysis of soliton propagation in Eq. (1a). For our purposes, it is sufficient to replace \(v\) by its linear expansion around the stall value \(v_s = \frac{1}{2}a - b\), where \(v\) vanishes, so that

\[
v(v_{\text{int}}) = -\frac{\sqrt{2}}{a} (v_{\text{int}} - v_s).
\]

(4)

As the constant \(a\) can be eliminated (in this limit) by an appropriate redefinition of \(\epsilon\), we will for convenience set \(a = 1\). It is also convenient at this point to shift the \(v\)-field by the constant \(v_s\), yielding the equations

\[
\begin{align*}
\dot{v} &= D \nabla^2 v - v + g_+ , \\
c_n &= -\kappa - \frac{\sqrt{2}}{\sqrt{\epsilon}} v_{\text{int}},
\end{align*}
\]

(5a) (5b)

where \(g_+ = 1 - v_s\) and \(g_- = -v_s\).

At this point, it is relevant to mention the Fife scaling obtained by the transformation \(x \to \epsilon^{1/6} x, t \to \epsilon^{1/3} t\), and \(v \to \epsilon^{1/3} v\). Eq. (2) then reads

\[
\begin{align*}
\dot{v} &= D \nabla^2 v - \epsilon^{1/3} v + g_+ , \\
c_n &= -\kappa - \sqrt{2} v_{\text{int}}.
\end{align*}
\]

(6a) (6b)

Thus, the parameter \(\epsilon\) appears only in the "mass" term as a coefficient of \(v\) in the diffusion equation. This mass is formally of order \(\epsilon^{1/3}\). As we will see, this term plays a crucial role in the dynamics of the spiral, and we therefore choose not to drop it, continuing instead to analyze the system equation (2).

We are interested in analyzing the stability of steady-state spiral shapes which are rigidly rotating at frequency \(\omega\). The steady-state spiral consists of a "front", along which the excited phase invades the refractory phase, and a "back" along which the system reverts to the refractory state. The front and back meet at the spiral tip, where \(c_n\) vanishes, at a distance \(r_\ell\) from the rotation center fixed at the origin. The ray connecting the center of rotation to the tip makes an angle \(\theta_\ell\) with the \(x\)-axis. Going into the co-rotating frame, our equations read in the polar \((r, \theta)\) coordinates,

\[
\begin{align*}
\dot{v} &= D \nabla^2 v + \omega \frac{\partial v}{\partial \theta} - v + g_+ , \\
c_n &= -\kappa - \frac{\sqrt{2}}{\sqrt{\epsilon}} v_{\text{int}}.
\end{align*}
\]

(7a) (7b)
When discussing the time-dependent perturbations about the steady state, we need to define what we mean by the "tip." We take the time-dependent tip position \((r_t(t), \theta_t(t))\) in the comoving frame defined above to be the point of closest approach of the spiral to the origin in this frame. This clearly reduces to our previous definition of the tip in the steady-state problem. Then the spiral position can be parametrized by the functions \(\theta_t(r, t)\) and \(\theta_b(r, t)\), which are defined for \(r \geq r_t(t)\).

The core of the difficulty when numerically treating the diffusion equation (7a) is the discontinuity of the operators along the yet unknown interfaces. Moreover, the eikonal equation refers to values of \(v\) along the interfaces, which do not necessarily pass through the grid points. This two obstacles can be eliminated as follows. The idea, due to Keener [10], is to transform the plane so that the excited (refractory) region maps onto the lower (upper) half-plane. The spiral front and back map accordingly onto the positive and negative \(x\)-axes in the new coordinate system.

We first transform to a polar coordinate system \((\rho, \varphi)\) centered at the spiral tip. We orient the axes such that the \(\varphi = 0\) direction is parallel to the ray connecting the fixed origin to the tip (Fig. 1). The transformation from \((r, \theta)\) to \((\rho, \varphi)\) is in general time-dependent, and is given by

\[
\begin{align*}
\rho \cos \varphi &= r_t(t) \cos \theta_t(t) + \rho \cos[\varphi + \theta_t(t)], \\
\rho \sin \varphi &= r_t(t) \sin \theta_t(t) + \rho \sin[\varphi + \theta_t(t)].
\end{align*}
\] (8)

In this new coordinate system, the front and the back are given by new functions \(\varphi_f(\rho, t)\) and \(\varphi_b(\rho, t)\), with

\[
\varphi_f(0, t) = \frac{1}{2} \pi, \quad \varphi_b(0, t) = \frac{3}{2} \pi
\] (9)

at the tip.

Next, we map the \((\rho, \varphi)\) plane onto new polar coordinates, \((\rho, \alpha)\). The transformation assumes that the positions of the spiral front and back, \(\varphi_f(\rho, t)\) and \(\varphi_b(\rho, t)\) are known. The new angular coordinate, \(\alpha\), is implicitly defined by

\[
\varphi = \alpha + \varphi_f(\rho, t) + [\varphi_b(\rho, t) - \varphi_f(\rho, t) - \pi] \sin^2 \frac{1}{2} \alpha.
\] (10)
It is easily verified that the front $\varphi = \varphi_l(\rho, t)$ maps now to the ray $\alpha = 0$ (the positive $x$-axis), whereas the back $\varphi = \varphi_b(\rho, t)$ maps to the ray $\alpha = \pi$ (the negative $x$-axis).

The diffusion equation (7a) needs to be written in terms of the new $(\rho, \alpha, t)$ coordinates. For that, we will need the following derivatives of the mappings:

\[
\begin{align*}
\dot{\rho} & = \left( \frac{\partial \rho}{\partial r} \right)_{r, \theta} = -\dot{r} \cos \varphi - r \dot{\theta} \sin \varphi, \\
\dot{\varphi} & = \left( \frac{\partial \varphi}{\partial r} \right)_{r, \theta} = \dot{\theta} + \frac{\dot{r}}{\rho} \sin \varphi - \frac{r \dot{\theta}}{\rho} \cos \varphi, \\
\dot{\alpha} & = \left( \frac{\partial \alpha}{\partial r} \right)_{\rho, \phi} = -\frac{\dot{\varphi} + (\dot{\varphi}_l - \dot{\varphi}_b) \sin^2(\alpha/2)}{1 + (1/2)(\varphi_b - \varphi_l - \pi) \sin \alpha}, \\
g_1 & = \left( \frac{\partial \varphi}{\partial \rho} \right)_{\varphi, \rho} = -\frac{\dot{\varphi}_l + (\dot{\varphi}_b - \dot{\varphi}_l) \sin^2(\alpha/2)}{1 + (1/2)(\varphi_b - \varphi_l - \pi) \sin \alpha}, \\
g_2 & = \left( \frac{\partial \varphi}{\partial \rho} \right)_{\varphi, t} = \frac{1}{1 + (1/2)(\varphi_b - \varphi_l - \pi) \sin \alpha}, \\
g_3 & = \left( \frac{\partial g_2}{\partial \alpha} \right)_{\rho, t} = -\frac{(1/2)(\varphi_b - \varphi_l - \pi) \cos \alpha}{(1 + (1/2)(\varphi_b - \varphi_l - \pi) \sin \alpha)^2}, \\
g_4 & = \left( \frac{\partial g_1}{\partial \alpha} \right)_{\alpha, \rho} = -g_2 \left( \left( \frac{\varphi''_l + (\varphi''_b - \varphi''_l) \sin^2 \alpha}{\varphi''_l} \right) + \frac{g_1}{2g_2} (\varphi''_b - \varphi''_l) \sin \alpha \right), \\
g_5 & = \left( \frac{\partial g_1}{\partial \alpha} \right)_{\alpha, t} = -\frac{g_2}{2} \left( (\varphi''_b - \varphi''_l) \sin \alpha + g_1 (\varphi_b - \varphi_l - \pi) \cos \alpha \right),
\end{align*}
\]

where dots denote time derivatives, and primes stand for derivatives with respect to $\rho$.

The transformed diffusion equation now reads

\[
\begin{align*}
\frac{\partial v}{\partial t} + h_1(\rho, \alpha, t) \frac{\partial v}{\partial \alpha} + h_2(\rho, \alpha, t) \frac{\partial v}{\partial \rho} \\
= D \left[ \frac{\partial^2 v}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial v}{\partial \rho} + f_1(\rho, \alpha, t) \frac{\partial^2 v}{\partial \alpha^2} + f_2(\rho, \alpha, t) \frac{\partial v}{\partial \alpha} + f_3(\rho, \alpha, t) \frac{\partial^2 v}{\partial \alpha \partial \rho} \right] \\
+ \omega \left[ f_4(\rho, \alpha, t) \frac{\partial v}{\partial \rho} + f_5(\rho, \alpha, t) \frac{\partial v}{\partial \alpha} \right] - v + g_\pm.
\end{align*}
\]  
\begin{equation}
(11)
\end{equation}

where the coefficient functions $h_i(\rho, \alpha, t)$ and $f_i(\rho, \alpha, t)$ are given by

\[
\begin{align*}
h_1 & = \dot{\alpha} + g_1 \dot{\rho} + g_2 \dot{\varphi}, & h_2 = \dot{\rho}, \\
\dot{f}_1 & = g_1^2 + \frac{g_2^2}{\rho^2}, & \dot{f}_2 = g_4 + g_1 g_5 + \frac{g_1}{\rho} + \frac{g_2 g_3}{\rho^2}, \quad f_3 = 2g_1, \\
f_4 & = r_t \sin \varphi, & f_5 = r_t \sin \varphi g_1 + \left( 1 + \frac{r_t}{\rho} \cos \varphi \right) g_2.
\end{align*}
\]

The eikonal equation is expressed in terms of the interface position, $\varphi_{l,b}(\rho, t)$. The normal velocity $c_n$ is given by

\[
c_n = \pm \frac{\rho (\omega + \varphi_{l,b} + \dot{\varphi}_l) + r_t (\omega + \dot{\varphi}_l) (\cos \varphi_{l,b} - \rho \varphi_{l,b} \sin \varphi_{l,b}) - \dot{r}_t (\sin \varphi_{l,b} + \rho \varphi_{l,b} \cos \varphi_{l,b})}{[1 + (\rho \varphi_{l,b})^2]^{1/2}}.
\]  
\begin{equation}
(12)
\end{equation}
and the curvature $\kappa$ by
\begin{equation}
\kappa = \pm \rho^2 \frac{(\varphi'_{t,b})^3 - \rho \varphi''_{t,b} - 2 \varphi'_t}{[1 + (\rho \varphi'_{t,b})^2]^{3/2}},
\end{equation}
where the “+” (“−”) refers to the front (back).

Special attention is required in treating the diffusion equation (11) at the origin, as parts of the coefficient functions $h_i$ and $f_i$ diverge for $\rho \to 0$. For small values of $\rho$, the $v$-field can be expanded as
\begin{equation}
v(\rho, \alpha, t) \sim a_0(t) + a_{1c}(t) \rho \cos \alpha + a_{1s}(t) \rho \sin \alpha + a_{20}(t) + a_{2c}(t) \rho^2 \cos 2\alpha + a_{2s}(t) \rho^2 \sin 2\alpha + O(\rho^3),
\end{equation}
where the $a_i^\pm$ refer to the excited and refractory regions, respectively. The expansion coefficients above first-order differ between the two domains as a result of the discontinuity of the second derivative of the $v$-field across the interfaces. Substitution of expansion (14) into Eq. (11) along with an averaging over the angular coordinate $\alpha$ gives
\begin{equation}
a_0 + r_t a_{1s} + r_t \theta_1 a_{1c} = D[a_{20}^+ + a_{20}^- - 2\varphi'_t(0) a_{1s}] + \omega r_t a_{1c} - a_0 + \frac{1}{2} (g_+ + g_-).
\end{equation}

3. The numerical procedure

3.1. Steady-state spirals

For steady-state spirals the time-derivatives vanish, and Eqs. (11)–(13) reduce to the system studied in [11]. Note that the system is rotationally invariant, hence we may arbitrarily fix the angular orientation of the spiral, the natural choice being to locate the tip on the $x$-axis by setting $\theta_t = 0$.

The solution is calculated as follows: Given the trial interface curves $\varphi_t(\rho)$ and $\varphi_b(\rho)$, along with values for $\omega$ and $r_t$, we can calculate the field $v_{\text{int}}(\rho)$ along the interfaces in two independent ways. The first is by solving the reaction–diffusion equation (11). The second is via the eikonal equation, as $v_{\text{int}}(\rho)$ is determined from the interface curves through $\kappa$ and $c_v$. In order to have a consistent solution, we have to find values of $\varphi_t(\rho)$, $\varphi_b(\rho)$, $\omega$, and $r_t$ such that the two calculations of $v_{\text{int}}$ agree for all $\rho$. Thus, if we have a mesh of $N + 1$ points in $\rho (\rho_i, i = 0, \ldots, N)$, we have $2N$ nonlinear equations ($2N - 2$ matching equations for $v_{\text{int}}$ in the interior, one at the tip, and the smoothness condition $\varphi'_t(0) = -\varphi'_b(0)$) for the $2N$ variables ($N - 1$ interior values for each of $\varphi_t$ and $\varphi_b$, $\omega$ and $r_t$). These equations are then solved by means of a Newton’s method solver, starting from some initial guess.

Several technical points are worth further discussion. The coefficients $a_i^\pm$ used to expand the $v$-field in the vicinity of the tip must be expressed by means of the values of the $v$-field at the grid points, $v(\rho_i, \alpha_j)$. This is accomplished using an appropriate interpolation scheme. For example,
\begin{equation}
a_{1c}(t) \approx \frac{1}{\pi (\rho_2 - \rho_1)} \sum_{j=1}^{M} \Delta \alpha_j \cos \alpha_j \left[ \frac{\rho_2}{\rho_1} v(\rho_1, \alpha_j, t) - \frac{\rho_1}{\rho_2} v(\rho_2, \alpha_j, t) \right],
\end{equation}
up to correction terms of $O(\Delta \rho^2)$.

We also need to specify boundary conditions for our solutions of both the diffusion and eikonal equations. The diffusion equation is solved on the finite interval $\rho \in (0, \rho_{\text{max}})$, when $\rho_{\text{max}}$ is chosen sufficiently large so that the spiral completes one turn. In [11], we used no-flux boundary conditions, requiring $\partial v / \partial \rho = 0$ at $\rho_{\text{max}}$. Accordingly, we required $\varphi'_t$ and $\varphi'_b$ to vanish at the outer boundary for the eikonal equation. This arbitrary choice of boundary conditions was considered harmless as all the quantities of interest proved to be insensitive to the boundaries. To
study the stability properties, and especially to examine the unstable modes, it was found necessary to take boundary conditions that better simulate an infinite domain.

Far from the center of rotation, the interfaces asymptotically approach Archimedean spirals,

\[ \theta_{t,b}(r) \sim \theta_{t,b}^0 - \eta r + O(1/r), \]

(17)

where \( \theta_{t,b}^0 \) are constants, and the pitch \( \eta \) is yet unknown. In terms of the \((\rho, \varphi)\) coordinates, the asymptotic relationship for large \( \rho \) is

\[ \varphi_{t,b}^\prime(\rho) \sim -\frac{\eta}{1 + \eta \tau \sin \varphi_{t,b}^\prime}. \]

(18)

We used this relation as an outer boundary condition for the eikonal equation at \( \rho = \rho_{\text{max}} \). Similarly, the asymptotic behavior of the \( \nu \)-field satisfies

\[ \frac{\partial \nu}{\partial r} \sim -\eta \frac{\partial \nu}{\partial \theta}. \]

(19)

which can be reformulated in terms of the \((\rho, \alpha)\) coordinates.

The asymptotic solution for \( r \to \infty \) can be calculated by substituting relation (19) into the \((r, \theta)\) form of the diffusion equation. The \( \nu \)-field becomes in this limit a function only of \( \theta - \theta_t \) that satisfies

\[ \eta^2 D \frac{\partial^2 \nu}{\partial \theta^2} + \omega \frac{\partial \nu}{\partial \theta} - \nu + g_\pm = 0 \]

(20)

with

\[ \nu(\theta_{t,b}) = \mp \frac{\sqrt{\varepsilon} \omega}{\sqrt{2} \eta} \]

(21)

at the interfaces. \( \nu(\theta) \) is of course \( 2\pi \)-periodic. Eqs. (20) and (21) determine a relation between the pitch \( \eta \), the frequency \( \omega \), and the angular size of the excited zone \( \theta_t - \theta_b \).

Eq. (20) is linear, and its solution in each domain is a sum of two exponentials, \( e^{k_\pm \theta} \), with \( k_\pm = (-\omega \pm \sqrt{\omega^2 + 4\eta^2 D})/2\eta^2 D \). For small values of \( D, k_- \sim -\omega/\eta^2 D \) is large, implying the existence of a boundary layer of width \( O(\eta^2 D/\omega) \) on the positive-\( \theta \) side of each interface. This observation is important, as the angular distribution of grid points has to be adjusted such to resolve this boundary layer. To better resolve the vicinity of the interfaces, we used a suitable reparametrization of the \( \alpha \) coordinate. Similarly, it also proved necessary to refine the grid resolution for small values of \( \rho \).

In principle, the relation between \( \eta \) and \( \omega \) could be calculated numerically by solving the one-dimensional asymptotic equation. In practice, it was simpler to calculate the value of \( \eta \) iteratively. Starting with an arbitrary guess for \( \eta \), we calculated the steady-state solutions (20) and (21), and used it in turn to evaluate the asymptotic value of \( \theta_{t,b}^\prime(r) \). Such a procedure was found to converge extremely quickly.

3.2. The stability calculation

We now describe the procedure for calculating the stability spectrum of a given steady-state spiral. In general, an arbitrary perturbation consists of a rigid translation, a rigid rotation, and a deformation. In terms of the \((\rho, \varphi, t)\) parametrization, such general perturbations can be expanded in Fourier modes of the form

\[ \varphi_{t,b}(\rho, t) = \varphi_{t,b}^0(\rho) + \delta \varphi_{t,b}(\rho) e^{i\omega t}, \]

(22)

\[ r_t(t) = r_t^0 + \delta r_t e^{i\omega t}, \]

(23)
\[ \theta_i(t) = \delta \theta_i e^{\Omega t}. \]  

(The superscript 0 denotes the unperturbed stationary solution.)

A perturbation in the position of the interfaces induces in turn a perturbation in the \( \nu \)-field. In particular, the value of the \( \nu \)-field along the interfaces, \( \delta \nu_{\text{int}}(\rho, t) \), is going to change, both due to the change in the field and due to the shift of the interfaces. The case is now similar to that encountered in the steady-state calculation. For any given perturbation of the interfaces, \( \delta \nu_{\text{int}}(\rho, t) \) can be calculated in two independent ways; from the (linearized) diffusion and eikonal equations.

For an \( N + 1 \) point mesh in \( \rho \), the perturbation consists of \( 2N - 1 \) degrees of freedom. These are \( \delta r_i \), \( \delta \theta_i \), and \( 2N - 3 \) values of \( \delta \phi_{l,b} \). Three of the \( 2N \) interior points are determined by the condition that \( \delta \phi_l(0) = \delta \phi_b(0) = 0 \) at the tip, and by the smoothness condition, \( \delta \phi_l'(0) = -\delta \phi_b'(0) \). These \( 2N - 1 \) unknowns are balanced by an equal number of matching equations for \( \delta \nu_{\text{int}} \) at the \( 2N - 2 \) interior points, and at the tip. This time the condition for having a consistent solution constitutes a generalized eigenvalue equation for the amplification rate of the perturbation \( \Omega \).

Consider first the reaction–diffusion equation. The coefficient functions, \( h_i \), by virtue of being time derivatives, are first order in the perturbation. The functions \( f_i \), on the other hand, can be linearized with respect to the perturbation, denoting the zeroth- and first-order terms by \( f_i^0 + \delta f_i e^{\Omega t} \). The \( \nu \)-field also needs to be expanded so that

\[ \nu(\rho, \alpha, t) = \nu^0(\rho, \alpha) + \delta \nu(\rho, \alpha) e^{\Omega t}. \]  

Substituting the various expansions into Eq. (11), the perturbation field, \( \delta \nu(\rho, \alpha) \), is found to satisfy the linearized equation

\[
D \left[ \frac{\partial^2 \delta \nu}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial \delta \nu}{\partial \rho} + f_1 \frac{\partial \delta \nu}{\partial \alpha} + f_2 \frac{\partial^2 \delta \nu}{\partial \alpha^2} + f_3 \frac{\partial \delta v}{\partial \alpha} \right] + \omega \left[ f_4 \frac{\partial \delta \nu}{\partial \rho} + f_5 \frac{\partial \delta \nu}{\partial \alpha} \right] - (1 + \Omega) \delta \nu = 0
\]

\[
= h_1 \frac{\partial \nu^0}{\partial \alpha} + h_2 \frac{\partial \nu^0}{\partial \rho} - D \left[ \delta f_1 \frac{\partial \delta v}{\partial \alpha} + \delta f_2 \frac{\partial \nu^0}{\partial \alpha} + \delta f_3 \frac{\partial \delta v}{\partial \rho} \right] + \omega \left[ \delta f_4 \frac{\partial \nu^0}{\partial \rho} + \delta f_5 \frac{\partial \nu^0}{\partial \alpha} \right].
\]  

(26)

The corresponding equation at the tip is obtained by linearizing Eq. (15).

By solving Eq. (26) for \( \delta \nu \), we obtain, in particular, the variation of \( \nu \) along the interfaces, \( \delta \nu_j \). Consider the perturbation as a \( (2N - 1) \)-element vector, \( \Delta_i \). The dependence of \( \delta \nu_j \) on \( \Delta_i \) defines a linear transformation. To calculate the transformation matrix \( A_{ji} \), we set \( \Delta_i = 1 \) while all the other perturbation elements are zero, and solve Eq. (26). The resulting \( \delta \nu_j \) give the coefficients \( A_{ji} \), satisfying

\[ \delta \nu_j = A_{ji}(\Omega) \Delta_i, \]  

(27)

where we explicitly denote the dependence of the transformation matrix on \( \Omega \). This procedure has to be repeated \( 2N - 1 \) times, once for each value of \( i \).

The eikonal equation, on the other hand, defines a direct relationship between the variation of the \( \nu \)-field along the interfaces and the variation of the interface curves

\[ \delta \nu = -\frac{\sqrt{\epsilon}}{\sqrt{2}} \delta c_n - \frac{\sqrt{\epsilon}}{\sqrt{2}} \delta k. \]  

(28)

The right-hand side can be separated into an \( \Omega \)-independent term, and a term which is linearly proportional to \( \Omega \). In discrete form,

\[ \delta \nu_j = B_{ji} \Delta_i + \Omega C_{ji} \Delta_i. \]  

(29)

Eqs. (27) and (29) form together a generalized eigenvalue problem for the amplification rate \( \Omega \):

\[ \Omega C_{ji} \Delta_i = [B_{jk} + A_{jk}(\Omega)] \Delta_k. \]  

(30)
For a given trial value of \( \Omega \), the matrix product on the right-hand side is explicitly defined, and its eigenvalues, \( \Omega_i \), can be calculated. These will in general differ from \( \Omega \). One may define

\[
M(\Omega) = \min_i |\Omega - \Omega_i|
\]

to be a "mismatch" function of \( \Omega \). The actual eigenvalues of the stability spectrum must satisfy \( M(\Omega) = 0 \). The calculation of the stability spectrum, thus, reduces to a standard root finding in the two-dimensional space of complex \( \Omega \).

4. Results

4.1. Steady-state spirals

The output of the steady-state procedure described above is well illustrated in Fig. 2. The color scale image represents the \( v \)-field. Light (dark) regions correspond to relatively large (small) values of \( v \), that is, to the excited (refractory) phase. The blue solid line is the interface, whereas the dots mark the real space positions of the grid points used for the computation of the reaction–diffusion equation. Note how the whole grid wraps around together with the spiral interface. Also, the density of grid points is higher near the interfaces and in the vicinity of the tip.

The two phases have special symmetry properties when \( g_+ = -g_- = \frac{1}{2} \). In such a case, the front and the back are just rotates of each other, meeting at the center of rotation (\( r_f = 0 \)). This was the case originally studied by Keener [10]. For \( g_+ + g_- > 0 \), it is the refractory phase that in the steady-state occupies most of the plane, while a spiral wave of excitation rotates around the origin with finite tip radius. We will take \( g_+ + g_- \) to be the parameter that measures the asymmetry between the two phases. Large values of \( g_+ + g_- \) also imply a low excitability threshold.

A typical dependence of spiral characteristics on \( g_+ + g_- \) is presented in Table 1. The rotation frequency \( \omega \) decreases with increasing asymmetry. The tip radius \( r_f \), as expected, increases with the asymmetry.

As explained above, the interesting regime of parameters is when both \( \epsilon \) and \( D \) are small. This limit turns out to be very delicate, as the solution is extremely sensitive to the relative magnitude of these two parameters.
Table 1
Frequency, tip radius and least stable eigenvalue for varying values of the asymmetry level

<table>
<thead>
<tr>
<th>( g_+ + g_- )</th>
<th>( \omega )</th>
<th>( r_t )</th>
<th>( \Omega/\omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.08</td>
<td>2.223</td>
<td>0.063</td>
<td>(-0.260 \pm 1.326i)</td>
</tr>
<tr>
<td>0.12</td>
<td>2.187</td>
<td>0.097</td>
<td>(-0.157 \pm 1.251i)</td>
</tr>
<tr>
<td>0.16</td>
<td>2.134</td>
<td>0.136</td>
<td>(-0.062 \pm 1.214i)</td>
</tr>
<tr>
<td>0.20</td>
<td>2.062</td>
<td>0.181</td>
<td>(0.025 \pm 1.174i)</td>
</tr>
<tr>
<td>0.24</td>
<td>1.968</td>
<td>0.237</td>
<td>(0.107 \pm 1.131i)</td>
</tr>
<tr>
<td>0.28</td>
<td>1.844</td>
<td>0.314</td>
<td>(0.170 \pm 1.077i)</td>
</tr>
</tbody>
</table>

The fixed parameters are \( D = 0.05 \) and \( \epsilon = 0.02 \).

Table 2
Rotation frequency and tip radius (in both real and Fife-scaled units), and the least stable eigenvalue for decreasing \( \epsilon \)

<table>
<thead>
<tr>
<th>( \epsilon )</th>
<th>( \omega )</th>
<th>( (\epsilon/\epsilon_0)^{1/3} \omega )</th>
<th>( r_t )</th>
<th>( (\epsilon/\epsilon_0)^{-1/6} r_t )</th>
<th>( \Omega/\omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1 \times 10^{-2} )</td>
<td>2.84</td>
<td>2.25</td>
<td>0.112</td>
<td>0.126</td>
<td>(0.060 \pm 1.373i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-3} )</td>
<td>5.18</td>
<td>2.40</td>
<td>0.061</td>
<td>0.090</td>
<td>(0.013 \pm 1.491i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-4} )</td>
<td>11.47</td>
<td>2.47</td>
<td>0.034</td>
<td>0.074</td>
<td>(0.002 \pm 1.524i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-5} )</td>
<td>24.91</td>
<td>2.49</td>
<td>0.021</td>
<td>0.068</td>
<td>(0.004 \pm 1.530i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-6} )</td>
<td>53.83</td>
<td>2.50</td>
<td>0.014</td>
<td>0.065</td>
<td>(0.005 \pm 1.531i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-7} )</td>
<td>116.04</td>
<td>2.50</td>
<td>0.010</td>
<td>0.064</td>
<td>(0.006 \pm 1.532i)</td>
</tr>
<tr>
<td>( 2 \times 10^{-8} )</td>
<td>250.00</td>
<td>2.50</td>
<td>0.006</td>
<td>0.064</td>
<td>(0.007 \pm 1.532i)</td>
</tr>
</tbody>
</table>

The fixed parameters are \( D = 0.04, g_+ = 0.6 \), and \( \epsilon_0 = 0.02 \).

Table 3
Frequency, tip radius, and least stable eigenvalue as function of \( D \)

<table>
<thead>
<tr>
<th>( D )</th>
<th>( \omega )</th>
<th>( r_t )</th>
<th>( \Omega/\omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0100</td>
<td>2.256</td>
<td>0.132</td>
<td>(0.627 \pm 1.307i)</td>
</tr>
<tr>
<td>0.0050</td>
<td>2.291</td>
<td>0.121</td>
<td>(1.035 \pm 1.156i)</td>
</tr>
<tr>
<td>0.0040</td>
<td>2.299</td>
<td>0.119</td>
<td>(1.187 \pm 1.044i)</td>
</tr>
<tr>
<td>0.0030</td>
<td>2.307</td>
<td>0.117</td>
<td>(1.392 \pm 0.824i)</td>
</tr>
<tr>
<td>0.0026</td>
<td>2.311</td>
<td>0.116</td>
<td>(1.495 \pm 0.661i)</td>
</tr>
<tr>
<td>0.0022</td>
<td>2.314</td>
<td>0.115</td>
<td>(1.614 \pm 0.361i)</td>
</tr>
<tr>
<td>0.0020</td>
<td>2.316</td>
<td>0.114</td>
<td>(1.448 )</td>
</tr>
<tr>
<td>0.0015</td>
<td>2.320</td>
<td>0.112</td>
<td>(1.074 )</td>
</tr>
<tr>
<td>0.0010</td>
<td>2.324</td>
<td>0.111</td>
<td>(0.894 )</td>
</tr>
</tbody>
</table>

The fixed parameters are \( g_+ = 0.6 \) and \( \epsilon = 0.02 \).

A well-understood limit is when \( D \) is finite and \( \epsilon \to 0 \). The system approaches then the Fife-scaling limit. In this regime, the parameter \( \epsilon \) only affects the global spatial and temporal scales of the system. Specifically, both the rotation frequency \( \omega \) and the pitch \( \eta \) become increasingly large as \( \epsilon \to 0 \). Yet, by rescaling space and time, as well as the \( v \)-field by \( r \to \epsilon^{1/6} r, t \to \epsilon^{1/3} t \), and \( v \to \epsilon^{1/3} v \), the solution approaches an \( \epsilon \)-independent limit. Data showing the approach of \( \omega \) and \( r_t \) in Fife-scaled units to a finite limit as \( \epsilon \to 0 \) are presented in Table 2. The limiting value of the Fife-scaled rotation frequency \( \omega \) is 2.5. This is fairly close to the theoretical expectation value of \( \omega = [\sqrt{2} \pi g_+ g_- / 1.738 (g_+ - g_-)^2]^{2/3} = 2.66 \) that holds in the limit of \( \epsilon, D \ll 1 \).

The inverse case of finite \( \epsilon \) and \( D \to 0 \) shows a very different behavior (see Table 3). The zero-diffusion case was previously considered by Pelce and Sun [16, 21]. While their approximation successfully gives the small-\( D \) limit of the selected frequency and tip radius, its validity for studying the stability properties is questionable. The key difficulty is that the system in the zero-\( D \) limit selects a finite tip radius \( r_t \) (this value is in general a function of
\( \epsilon \), vanishing only as \( \epsilon \to 0 \). Thus, there is a finite “core” \( r < r_t \) which entirely lies in the refractory region. In this core region, the only periodic solution for the reaction–diffusion equation,

\[
\omega \frac{\partial v}{\partial \theta} - v + g_- = 0,
\]

is the uniform solution \( v = g_- \). Further analysis shows that for \( r \to r_t^+ \), the \( v \)-field approaches \( g_- \) linearly in \( \sqrt{r - r_t} \). The \( D \to 0 \) limit is therefore singular, involving infinite derivatives of \( v \) all around the core circle. Of course, all these singularities are expected to be smoothed out when \( D \) is finite, but it is yet unclear how to perform a systematic perturbation expansion in small \( D \). While the \( v \)-field develops singularities, the interface remains smooth even for \( D = 0 \). It is precisely the smoothness of the interface that renders the Pelce–Sun procedure suitable for calculating the steady-state solution.

Part of this behavior can be qualitatively seen in Fig. 3, where we plot a color map of the \( v \)-field for fixed \( \epsilon \) and two different values of \( D \). While for \( D = 0.2 \) all the equipotential lines are perfectly smooth (on the length scale of one spiral turn), they develop cusps at their inner end for \( D = 0.01 \). This indicates the existence of large derivatives of \( v \) in this region. Note also the unstable nature of the extreme equipotential lines along the interfaces for \( D = 0.01 \). This instability is a numerical artifact, which reflects our failure to adequately resolve the one-sided boundary layer. As long as this instability originates sufficiently far from the tip, it has a negligible effect on the characteristics of the steady-state solution, and on its stability properties.

This small-\( D \) behavior is substantially different than that originally studied by Bernoff [20]. For the Bernoff core solution, \( r_t \sim D^{1/3} \to 0 \), while the \( v \)-field remains everywhere regularly behaving. The difference arises because the Bernoff solution critically depends on the assumption that \( \epsilon^{1/3} \ll D \ll 1 \). Therefore, it cannot be used to predict the correct behavior for \( D \to 0 \) and finite \( \epsilon \).

Since most of the analytical studies of the steady-state and stability were based on the Bernoff scaling assumption, a direct comparison between our results and this limit is called for. For that, it is necessary to consider the limit where \( D \to 0 \), keeping \( \epsilon^{1/3} \ll D \). In Table 4, we list results obtained by varying \( D \), with \( \epsilon^{1/3} = 0.1 D \). The rotation frequency \( \omega \) and the tip radius \( r_t \) are most suitably expressed in the Fife-scaled units. The Fife-scaled frequency approaches a finite limit as \( D \to 0 \). This matches the analytical prediction that the rotation frequency is determined for small \( D \) by the diffusionless “outer”, or “far-field” solution [7]. The tip radius, on the other hand, vanishes (even in Fife-scaled units) as \( D \to 0 \).

The dependence of the Fife-scaled tip radius on \( D \) is plotted in Fig. 4. The points fit well to a power law

\[
\left( \frac{\epsilon}{\epsilon_0} \right)^{1/6} r_t \sim D^{0.38}.
\]

The prediction of Bernoff is a \( D^{1/3} \) scaling. The deviation is perhaps due to finite \( \epsilon \) effects.

| Table 4 |

<table>
<thead>
<tr>
<th>Rotation frequency and tip radius (in both real and Fife-scaled units), and the least stable eigenvalue for decreasing ( D )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
</tr>
<tr>
<td>0.200</td>
</tr>
<tr>
<td>0.100</td>
</tr>
<tr>
<td>0.050</td>
</tr>
<tr>
<td>0.020</td>
</tr>
<tr>
<td>0.010</td>
</tr>
<tr>
<td>0.005</td>
</tr>
<tr>
<td>0.002</td>
</tr>
</tbody>
</table>

The value of \( \epsilon \) is varied according to the Bernoff core scaling such that \( \epsilon^{1/3} = 0.1 D \). The fixed parameters are \( g_+ = 0.6 \), and \( \epsilon_0 = 0.02 \).
4.2. The stability spectrum

With steady-state solutions at hand, we can now apply the stability procedure to calculate their stability spectrum. Let us first discuss those features of the spectrum dictated by symmetry considerations. The symmetries associated with the spiral solutions give rise to three "marginally stable" eigenmodes (i.e., \( \text{Re} (\Omega) = 0 \)). One symmetry is invariance with respect to rotations about the origin. It corresponds to a real zero-mode (\( \Omega = 0 \)) that in our parametrization is a constant angular shift in \( \theta_t \). The two other modes are a complex-conjugate pair with purely imaginary eigenvalues \( \Omega = \pm i \omega \). They can be viewed as a rigid translation of the solution in the \( \hat{x} \pm i \hat{y} \) directions. In terms of the \((\rho, \varphi)\) parametrization, these translation modes are given by

\[
\begin{align*}
\delta r_t &= 1, \\
\delta \theta_t &= \pm i \frac{\kappa_t}{1 + r_t \kappa_t} \delta r_t, \\
\delta \varphi_{b, b}(\rho) &= -\delta \theta_t \mp i \frac{\delta r_t}{1 + r_t \kappa_t} \left( \varphi_{b, b} \sin \varphi_{b, b} - \frac{1}{\rho} \cos \varphi_{b, b} \right),
\end{align*}
\]

where \( \kappa_t \) is the tip curvature.

While the zero mode has a trivial representation, the imaginary translation modes have a very non-trivial form. Therefore an explicit verification that these modes satisfy the perturbation equation was used as a test for the correctness and accuracy of the procedure.

Unstable modes are characterized by \( \text{Re}(\Omega) > 0 \). In order to perform a systematic mapping out of eigenmodes which are, or may eventually, turn unstable, we calculated the mismatch function \( M \) over a wide range of trial eigenvalues \( \Omega \) (\( \Omega \) being measured in terms of the natural frequency \( \omega \)), on both sides of the \( \text{Im}(\Omega) \)-axis. As complex modes always occur in conjugate pairs, it is sufficient to sweep the upper half plane. Results of this scan are shown in Fig. 5 for two different values of \( D \). The darker regions correspond to lower values of the mismatch function, and therefore indicate the vicinity of actual eigenvalues. Note the presence of the rotational (\( \Omega = 0 \)) and translational (\( \Omega = i \omega \)) modes. The density of eigenmodes was found not to change with the number of discretization grid points, indicating that all the calculated eigenmodes are discrete. For \( D = 0.2 \) (Fig. 5(a)), all the modes are stable, while for \( D = 0.01 \) (Fig. 5(b)), a pair of unstable modes is found with \( \Omega/\omega = 0.627 \pm 1.307i \). The marginal
case, for which the least stable eigenvalue crosses the \( \text{Im}(\Omega) \)-axis, occurs at some intermediate value of \( D \), and is the threshold of the Hopf bifurcation giving rise to the meandering transition.

The next question to be addressed is how do the stability properties, and notably the transition point, vary with the parameters \( g_+ \), \( \varepsilon \), and \( D \). We start by varying the asymmetry parameter, \( g_+ + g_- \). Table 1 lists the least-stable eigenvalue versus \( g_+ + g_- \) for \( \varepsilon = 0.02 \) and \( D = 0.05 \). The more asymmetric the two phases are, the less stable the spiral is. The bifurcation point occurs at \( g_+ + g_- \approx 0.19 \). Such behavior is in qualitative agreement with the results of simulations we performed using Barkley's EZ-SPIRAL program [22]. This behavior is also in qualitative agreement with the Barkley stability calculation for the two-field problem at \( D = 0 \). Barkley further found a restabilization of the spiral at larger \( g_+ \). Unfortunately, we are unable to probe this regime due to the limitations of our mapping to small asymmetry. This limitation can be removed by using a piecewise-linear mapping instead [23].

It is useful at this point to examine the structure of the various eigenmodes. Of particular interest is the marginally stable mode, whose structure might shed some light on the nature of the meandering transition. In Fig. 6, we compare between the imaginary parts of three different eigenmodes. The graphs in Figs. 6(a) and (b) are both eigenmodes of the marginally stable solution referred to above (\( \varepsilon = 0.02 \), \( D = 0.05 \), and \( g_+ = 0.595 \)). Fig. 6(a) shows the marginally stable mode, \( \Omega = 1.18 i \omega \). Fig. 6(b) shows, for comparison, the \( \Omega = i \omega \) translation mode. The observation is that these two modes are very similar to each other. This similarity was already pointed out by Barkley, who furthermore found that at a certain point in parameter space the modes become degenerate, giving rise to secular behavior.

In their analytical approach, Kessler et al. [7] introduced the distinction between so-called “global” and “core” modes. The first are associated with a global perturbation, and therefore the eigenmodes \( \delta \varphi(\rho) \) do not decay for large \( \rho \). The \( \Omega = i \omega \) modes are examples of such global modes. Core modes, on the other hand, are associated with perturbations that are localized at the tip, and decay as \( \rho \) becomes large compared to the core radius \( r_t \). Fig. 6(a) shows that the meandering mode remains fairly large even far from the tip. Therefore, it is hard to square this behavior with the prediction that instabilities are entirely due to core modes.

For larger values of \( g_+ \), the spiral is unstable. The unstable mode for \( g_+ = 0.64 \) is plotted in Fig. 6(c). This mode is relatively more localized, and mainly varies along the first half turn of the spiral. The conclusion is that the more unstable the solution is, the more the mode is localized, in accord with Barkley’s findings.

The key question for comparison with the analytical theory is the behavior of the stability properties when both \( \varepsilon \) and \( D \) are small. To resolve this question, we fixed the value of \( g_+ \) to 0.6, and calculated eigenmodes for a wide range of values of \( \varepsilon \) and \( D \). The emerging picture is rather intricate, with the stability properties critically depending on the relative magnitude of \( \varepsilon \) and \( D \).

A first case to consider is when \( D \) is fixed, and \( \varepsilon \to 0 \). As described above, \( \varepsilon \) may be eliminated from the equations by means of the Fife-scaling transformation. Therefore, we expect \( \omega / \omega \to 1 \), like all the other (Fife-scaled) spiral characteristics. This is indeed the case, as can be seen for example in Table 2.

Next, we consider the opposite case with \( \varepsilon \) fixed and \( D \to 0 \). The generic behavior is shown in Fig. 8(a) (see also Table 3), where we follow the trajectory of the least stable modes as \( D \) is decreased. The spiral becomes increasingly less stable the smaller \( D \) is. At some critical value of \( D \), the eigenvalue hits the real axis, and the pair of complex-conjugate modes becomes a pair of real modes. These real modes move along the real axis away from their origination point as \( D \) is further decreased.

This small \( D \) behavior is however very sensitive to the value of \( \varepsilon \). The smaller \( \varepsilon \) is, the smaller is the critical \( D \) for which the eigenmodes turn real. Thus it is unclear whether this phenomenon has any relevance to the Bernoff regime in which \( \varepsilon^{1/3} \ll D \ll 1 \).

The theory of Kessler et al. [7] predicts, in particular, that in the Bernoff regime all the eigenvalues have an imaginary part that is an integer multiple of \( \omega \). We checked this by mapping the mismatch function \( M \) on the complex
plane of trial eigenvalues, $\Omega/\omega$, for $\epsilon = 2 \times 10^{-11}$ and $D = 0.001$. The result is shown in Fig. 7. Except for the real modes and the $\Omega = i\omega$ translation modes, none of the other modes is found to satisfy the theoretical prediction.

To demonstrate the more subtle aspects of the crossover regimes, where both $\epsilon$ and $D$ are finite, we plot in Fig. 8 the eigenvalues for various values of $\epsilon$ and $D$. Points corresponding to the same value of $\epsilon$ are connected by a solid line. Different branches of eigenvalues with the same value of $\epsilon$ have the same color. A dashed line connects between points that correspond to the same value of $D$.

Fig. 8(a) shows such curves for $\epsilon = 2 \times 10^{-2}$ (red), $\epsilon = 10^{-2}$ (blue), and $\epsilon = 4.3 \times 10^{-3}$ (green). For the two larger value of $\epsilon$, we reach values of $D$ sufficiently low so as to observe the modes turning real. Another new behavior observed here is the merging and reconnection of two branches occurring for a value of $\epsilon$ between $10^{-2}$ and $4.3 \times 10^{-3}$.

Subsequent curves for $\epsilon = 1.2 \times 10^{-3}$ (red), $\epsilon = 1.6 \times 10^{-4}$ (blue), and $\epsilon = 2 \times 10^{-11}$ (green) are shown in Fig. 8(b). From this succession of graphs, the following picture arises: (i) for fixed $\epsilon$, there is only one branch that
becomes increasingly unstable for small $D$. The smaller $\epsilon$ is, the smaller is the value of $D$ for which the meandering transition occurs, and the larger is the meandering frequency at the transition point; (ii) changes in $\epsilon$ have a significant effect on the stability spectrum only if $\epsilon$ is not too small compared to $D$; (iii) as $\epsilon$ is decreased, the curve representing the least stable eigenvalues merges with another curve, and the two reconnect such that the new curve with the largest imaginary value becomes the least stable one. This process repeats itself as $\epsilon$ is further decreased.

This complex dependence of the stability spectrum on $\epsilon$ and $D$ can lead to interesting stability properties. Fig. 9 shows the two least stable branches of eigenvalues for $\epsilon = 2.5 \times 10^{-3}$. For $D > 0.046$ the spiral is stable. A Hopf bifurcation to meandering occurs at this point, but the solution then re-enters into the stable zone at $D = 0.015$. A second bifurcation occurs as $D$ is further decreased below 0.006. Thus there exists an “island” of stability for $0.006 < D < 0.015$.

5. Discussion

This paper provides a first calculation of the stability properties of steadily rotating spiral waves in the free-boundary limit. This calculation is based on an extension of the method originally proposed by Keener to map the interface onto the $x$-axis.

The main result of this paper is that the meandering transition is not a finite-$\epsilon$ feature, but is present also in the free-boundary limit. This finding is consistent with the recent numerical simulations of the free-boundary limit, and raises again the intriguing question as to why all former analytical studies were unable to capture this transition. Our numerical stability calculation is particularly important, as it allows for the first time to directly test the predictions of the analytical approaches.

We first compare our results to the theory of Kessler et al. [7]. This analysis is based on the Beronov core limit where $\epsilon^{1/3} \ll D \ll 1$. Rather that a pair of complex unstable modes as we should expect, their treatment yields only a real unstable mode. Our calculation does indicate the presence of a real mode for small enough values of $D$,.
however, it appears as if $D$ has to be small also compared to some power of $\epsilon$. Thus, it is not clear that this transition has any relevance to the Bernoff regime.

Another central prediction of [7] is that the eigenmodes are organized in a layered structure, all having the imaginary part of the amplification rate equal an integer multiple of the rotation frequency $\omega$. Neither is this prediction supported by our numerical results (Fig. 7).

The imminent question is of course why does the analysis fail to predict the correct behavior? A possible weakness of the above theory is the assumption that the stability calculation can be performed by a separate consideration of the core and outer regions. Our calculations conclusively show that the bifurcation mode is far from being a core mode. This may be an indication that the approximation where the two regions of the spiral are assumed to be only weakly coupled is invalid. Such hypothesis was already suggested in [7].

Finally, our results predict that for certain ranges of parameters the stability properties as function of $D$ may exhibit a complex behavior, whereby the meandering transition is followed (as $D$ becomes smaller) by a re-entrance into the stable regime before destabilizing again. While this restabilization of the Hopf instability has been observed both experimentally [24] and numerically [9,25], a subsequent destabilization has yet to be observed. More work on this point is clearly needed.
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