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Exam of 26.09.2006 — Solutions
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One solution.  The set {(uj,us) : 2u; < wuy < 0.5} is a triangle with vertices
(0,0),(0,0.5),(0.25,0.5). The joint distribution of Uy, U, is uniform on (0,1) x (0, 1), thus,
the probability is equal to the area of the triangle, namely, 1/16.

Another solution. First, P ( 20, < Uy < 0.5 ‘ Us = uy ) =P (U1 < 0.5u2) = 0.5uy (by
independence and uniformity) for us € (0,0.5), and 0 for us € (0.5,1). Thus, P (2U; < U, <
05)=EP (20, <Uy <0.5| Uy )= [ 0.5uz duy = 1/16.
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For all vy,v, € (0,1) we have P (V; < vy, Vo < wy) =P (max(Uf,U3) < vy, min(Uy, Us) <
’UgmaX(Ul,Ug)) = ]P)(Ul < UQ,U22 < 'Ul,Ul < ’UQUQ) —l—]P)(Ul > UQ,U12 < ’Ul,UQ < ’UQUl) =
QIP’(Ul < Uy, Uy < Jor,Up < ngg) = QIP’(Ul < Uy, Uy < \/271) (using symmetry); the
latter probability is similar to that of Item (a) and can be calculated by either way; it is
equal to 0.5,/vy - y/v1v2 = 0.5v1v2. Thus, P (V1 <, Vo < Ug) = V1 Vs.

I

Let Uy, Uy be independent random variables, each distributed U(0,1). The pair (X7, X3) is
distributed like the pair (X*(U;), X*(Us)). Therefore the pair (max(X;, Xs), min(Xy, X))
is distributed like (max(X*(U;), X*(Us)), min(X*(Uy), X*(Us))). The latter is
(X*(max(Uy, Us)), X*(min(Uy, Us))), since X* is increasing. It follows from Item (b)
that the pair (max(U;,Us)), min(Uy, Us)) is distributed like (v/Vi,Vay/Vi). Therefore the
pair (X*(max(Uy, Us)), X*(min(Uy, Us))) is distributed like (X*(y/V7), X*(Va/V1)).
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22 N
First, E Y 72, TCEmy] =y, E o by the monotone convergence theorem (and linearity
of expectation). Second each ak is distributed uniformly on {0,1,...,9}, thus Ea; =
4.5. Third, >7;_, k(kl—i-l) =1- n—+1 (you can dlscover it easily by 1nspect1ng n=17273;
alternatively, note that - k+1) = % k+1) thus ., T k+1) = 1. Finally, E "7, k(k—i—l) =4.5.
2] o P

No, it cannot happen, because of a contradiction: IP’(A) = EP ( A } X )<
P(A)=EP(A|Y)>1i
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First, EX = fo X*(p)dp = fo X*(p)dp + fosX* )dp. Second, X*(0.5) = 3. (More
exactly, X*(0.5—) S 3 X*(0.54) > 3) Using monotonicity of X*, 0 < X*(p) < 3 for
€ (0,0.5), and 3 < X*(p) < 5forp € (0.5,1). Therefore 0.5-0+0.5-3 < E X < 0.5-340.5-5,
that is, a € [1.5,4].
On the other hand, every a € [1.5,4] is of the form 0.50 + 0.5¢ where b € [0, 3] and
€ [3,5] (for instance, b = 2-0.6(a — 1.5) and ¢ = 2 - 0.4(a — 1.5) + 3), and we may take
X*(p) = b for p € (0,0.5), and X*(p) = ¢ for p € (0.5,1). (The median of X is not unique
here, however, 3 is one of the medians.)
Finally, the set is [1.5,4].

2]« PP
Yes, it follows. We have
3+%
P(3+1<X<3+4+2) z/ . fx(@)de € [ A, 1By,
3+;
where
An = inf fX(':C)v B, = sup fX(x>
3+1<o<std s+icocst?

Both A, and B, converge to fx(34) as n — oo; it remains to use the sandwich argument.
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We take y such that P (X +e¥ e [y,y+ 1]) > 0.9 and z such that = + e* = y (such
x exists, since the function is bijective). Using also monotonicity of the function we have
P(X €z,a+1]) =P (X+e* € [z+ea+1+e"]) 2P (X +e¥ € [z+e”, z+14¢"]) =
P(X +e* €ly,y+1])>0.9, thus, X is concentrated.

5 ) o

We take y such that P ( f(X) + g(X) € [y,y +1]) > 0.9 and consider sets A = {z :
f(x) +gx) € [y,y+ 1]}, B = f(A) = {f(x) : © € A}. For all xy,790 € A we have
y < flz1) + g(z1) and f(z2) + g(z2) <y + 1, thus (f(z2) + g(z2)) — (f(21) + g(21)) < 1,
therefore f(zy)— f(x1) < 1. It means that yo —y; < 1 for all y1,ys € B, that is, B C [z, z2+1]
for some z (for instance, z = inf B). Finally, P (2 < f(X) < z+1) > P(f(X) € B) >
P(X € A) > 0.9; we see that f(X) is concentrated.
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Assume the contrary: P ( y<Y<y+1 } X ) < 0.9 a.s. for every y. Then P (y <Y <
Y+ 1) =EP ( y<Y<y+1 } X ) < 0.9 for every vy, in contradiction to the concentration
of Y.

R P

Assume the contrary: IP’(x <X <z+ 1) < 0.9 for every x. By independence, P ( z <
X+Y <241|YV=y)=P(2<X+y<z+1|V=y)=P(2<X+y<z+1)=
P(z—y <X <z-—y+1) <09, which contradicts to Item (c) (and concentration of
X+Y).

0 <

First, X; + Xo = max(Xy, X5) + min(X, X5) is distributed like X*(v/V) + X*(Vov/V1)
by Item 1(c); here Vi, V, are independent U(0,1). Also, max(X;, X») is distributed like
X*(v/V1). Thus, X*(v/V1) + X*(Vay/V}) is concentrated; we have to prove that X*(y/V}) is
concentrated. (It does not follow from Item (d), since X*(1/V}) and X*(V51/V1) need not be
independent!)

Assume the contrary: X*(1/V7) is not concentrated. Conditionally, given V, = vy, we may
apply Item (b) to the increasing functions X*(v/V1) and X*(v24/V1) of the random variabke
Vi. We know that X*(1/V}) is not concentrated (the conditioning on Vs being irrelevant
here, by independence). Therefore, the sum X*(1/V1) + X*(v21/V1) cannot be concentrated,
in contradiction to Item (c) (and the concentration of X*(v/V7) + X*(Vao/17)).



