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Abstract

We study the graphical generalization of the 2-choice balls-into-bins process, where rather than
choosing any two random bins, the bins correspond to vertices of an underlying graph, and only the
bins connected by an edge can be chosen.

For any k(n) edge-connected, d(n)-regular graph on n vertices and any number of balls, we
give an allocation strategy which guarantees that the maximum gap between the bin loads is
O((d/k)log*nloglogn), with high probability. We further show that the dependence on k is tight
and give an Q((d/k) + logn) lower bound on the gap achievable by any allocation strategy, for any
graph G. In particular, our result gives polylogarithmic bounds for natural graphs such as cycles
and tori, where the classical greedy allocation appears to result in a polynomial gap. Previously
such a bound was known only for graphs with good expansion.

The construction is based on defining certain orthogonal flows on cut-based Réacke decomposition
of graphs. The allocation algorithm itself, however, is simple to implement and takes only O(log(n))
time per allocation, and can be viewed as a global version of the greedy strategy that compares
average load on sets of vertices, rather than on individual vertices.
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1 Introduction

Randomized balls-into-bins models serve as useful abstractions for various problems arising in hashing, load
balancing and resource allocation in parallel and distributed systems and have been extensively studied in
the areas of probability, economics and algorithms (see e.g. [RS98, DR96, AK14]|). The balls typically
represent tasks or items, that need to be allocated to resources that are modeled by the bins, and the goal
is to minimize either the maximum load or the gap between the maximum and minimum load as much as
possible.

The models differ by what kind of control is available to the algorithm over the allocation process.
In the classical single-choice model, the algorithm has no control and each ball is placed in a bin chosen
uniformly at random. For m balls and n bins, it is well known that for m = n, the heaviest bin has load
(I14+0(1))lnn/Inlnn with high probability (w.h.p.). For m > nlogn, the bins have load in the range

m/n+ O(y/(mlogn)/n) i.e., deviating from the average load of m/n by ©(y/(mlogn)/n).

Perhaps the simplest and most well-studied controlled variant of this model is the 2-choice model. In
this model, at each step the algorithm is given two uniformly chosen bins into one of which it must allocate
the ball. This modification, which may appear minor, leads to substantial improvements. In a seminal
result, Azar, Broder, Karlin and Upfal [ABKU94] showed that if a ball is placed in the least loaded of d > 2
uniformly sampled bins, then for m = O(n), the maximum load reduces to Inlnn/Ind + ©(m/n). They
also establish that, asymptotically, this greedy allocation strategy is optimal for this model. These results
were extended by Berenbrink, Czumaj, Steger and Vocking [BCSV06| to arbitrary m, who showed that the
maximum load is m/n +Inlnn/Ind + O(1) with probability 1 — 1/poly(n). It is worth noting that even for
d = 2 choices, the excess load over the average does not increase with m, unlike for the case of d = 1.

Graphical process. In many natural settings, there are restrictions on which pairs of bins can be queried
or where the ball can be placed. An elegant generalization of the 2-choice process, called the graphical process,
was introduced by Kenthapadi and Panigrahy [KP06|. Here there is an underlying graph G = (V, E) on
n = |V vertices, and at each step, a uniformly random edge e = (u,v) is chosen and the ball must be placed
on one of the two endpoints of e. Notice that the 2-choice process corresponds to G = K,,. This motivates
the following natural question:

Given a graph G what is the best load balance obtainable by a graphical two-choice allocation strategy?

Extending the results for the classical 2-choice process (G = K,,), [KP06] showed that if G is n°-regular,
then for m = n balls, the greedy strategy, has maximum load is Inlnn + O(log1/¢). An extension to
hypergraphs was considered in [God08].

The setting of arbitrary m, also the focus of our work, was considered by Peres, Talwar, Weider [PTW15].
They investigated the greedy strategy, and showed a gap of ©(logn) for regular expander graphs between
the maximum and minimum bin load. This gap is the best possible for any strategy, up to constants. More
generally they showed that the gap is O((logn)/3) for any d-regular graph with edge-expansion' j3.

Remark 1.1. Let us define upper gap as the difference between the maximum load and the average load, and
gap as the mazimum difference between the bins loads. Both of these objectives have been studied extensively,
and they can sometimes differ significantly, e.g., for G = K,, where the gap is O(logn) and the upper gap
is ©(loglogn). However, this difference often disappears in the setting of general graphs, or more general
choice models that we consider here. For example, for a constant degree expander G, the gap is O(logn)
while the upper gap is Q(logn/loglogn). We discuss this further in Sections 1.2 and 5.

Graphs with low expansion and limitations of the greedy strategy. While the upper-bound of
O((logn)/fB) by Peres et al., implies a poly-logarithmic gap for well-expanding graphs, it gives only poly-
nomially large O(nlogn) and O(n'/?logn) bounds for graphs such as cycles or two-dimensional grids, with
low expansion. The dependence on f in the result of [PTW15] is not tight and they leave open the problem
of getting the right bound, even for these simple classes of graphs.

IFor any subset S C V with |S| < n/2, E(S,S) > Bd|S|.



While for certain non-expander graphs, such as high-dimensional balanced grids, it is expected that the
greedy algorithm will result in polylogarithmic gaps, and only the tools to prove it are missing, there are
many graphs on which the greedy strategy appears to be inherently quite sub-optimal. In particular let us
consider the case of a cycle, which has been well studied, the conjectured gap and upper gap estimates for
greedy are Q(y/n). Some evidence for this conjecture was given by Alistarh, Nadiradze and Sabour in [ANS].
They consider a model in which after allocating the ball to one of the vertices of the requested edge, the new
load of the two vertices becomes the average of their load. Even in this model, which intuitively should have
a lower gap than the standard greedy algorithm, they show an Q(y/n) lower bound for the typical gap. We
also provide supporting simulation results for this prediction in figure 1.
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Figure 1: The gap for the greedy algorithm on cycles, averaged over 84 runs of 10° balls for
cycles of sizes from 10 to 1000. The dotted guide is the function f(x) = 1.85\/x — 1, error
margins for 95% confidence are provided. The graph clearly shows the polynomial growth of
the gap.

More generally, it has been conjectured that the load fluctuations under greedy are similar to the fluc-
tuations in classical statistical mechanics models. In particular Peres (in private communication) suggested
that, up to a logn factor the gap should be the same as that of a Gaussian free field on G. Both these con-
jectures and simulation results suggest that on very poorly expanding graphs, such as cycles and unbalanced
tori the imbalance in load should be polynomial in 7.

This raises the natural question whether there exist other allocation strategies, ideally simple to imple-
ment, which achieve substantially better gaps on such graphs.

1.1 Owur Results

We give an allocation strategy that achieves the best possible gap, up to polylogarithmic factors, for the
graphical process on any graph G. More formally, we show the following.

Theorem 1.1. Let G = (V, E) be any k edge-connected, d-reqular graph on n vertices. There is an allocation
strategy for the graphical process on G, that guarantees for any time t € N,

gap(t) = O((d/k)log" nloglogn)
with probability at least 1 — 1/poly(n). Here gapq(t) is the mazimum difference in vertex loads at time t.

In addition, we show that this is the best possible, up to polylogarithmic factors, for every graph G.

Theorem 1.2. For every k edge-connected, d-regular graph G and for any allocation strategy for G, for any
time t, with constant probability, gaps(t) = Q(d/k + logn).



Theorem 1.1 implies an allocation strategy with gap polylog(n) for cycles and grids, and more generally
for any graph G with k = Q(d/polylog(n)).

In fact, our strategy is shown to have gap O(aq(d/k)log® n) where ag is the congestion ratio for oblivious
routing on G based on a Récke decomposition tree [Rdc02] (see Section 1.3). The bound in Theorem 1.1
follows from a result of Harrelson, Hildrum and Rao [HHR03| who showed that ag = O(log® nloglogn) for
any G.

The Algorithm. The allocation strategy is simple and incurs only O(logn) worst case running time per
allocation. It can be viewed as a more global version of the greedy strategy, where instead of comparing the
loads on two vertices, one compares the average load on two random sets chosen from a fixed small collection.

More specifically, the algorithm maintains a table of size O(n) with entries consisting of the average load
on certain subsets S of V. When a random edge e = (z,y) is requested, it picks two sets S, S’ according
to a fized distribution P, specifying probabilities p.(S,S’) over pairs of these subsets. It then assigns the
ball to « or y depending on which among S and S’ has larger average load. The sets S form a balanced
hierarchical decomposition of V', so when a ball is assigned to some vertex v, only the O(logn) entries for
sets S containing v are updated.

Ideas and Techniques. The main tools in obtaining Theorem 1.1 are binary tree decompositions and
orthogonal flows. This method, inspired by discrepancy theory tools, defines pairs of sets on the graph in a
hierarchical fashion and constructs the distributions P. using a mixture of probabilistic allocation strategies.
Each of these strategies affects only the relative allocation probabilities of the sets in a pair, without affecting
these for other pairs. For a more thorough overview of our method see Section 2.

The lower bound in Theorem 1.2 is based on a simple observation is that if we fix any minimum cut
(S, S) of size k, there are not enough edges crossing the cut to balance out the random load fluctuations that
arise due to the requests for edges with both endpoints in S.

Finally, we make a few remarks concerning the model and our results.

Remark 1.2. The requirement that G is regular is standard in the area, and is made so that the expected
load under a random strategy is equal on all bins. The results extend to irregular graphs in a natural way
where one measures the gap with loads normalized suitably by the degree.

Remark 1.3. Our results do not require the full power of two choices. In the 1 4+ 3 graphical choice model,
at each step an edge is given only with probability B, and with probability 1 — B the algorithm is given no
choice and the ball is allocated to a random bin. Our bound on the gap extends directly to this model with
factor O(1/B) loss. More background on this model is provided in Section 1.2 below.

Remark 1.4. While better bounds are known for congestion in oblivious routing [ACF 04, Ric08, AF0Y],
our method uses the full power of a single Réicke decomposition tree as the demands we define for our flows
depend on the tree itself.

1.2 Related work and models

The literature on ball-into-bins processes is extensive and it is impossible to cover even a small portion of
the developments and applications. The first appearance of a 2-choice type result was in [KLadH96] in the
context of online hashing. Following the result of Azar et al., [ABKU94| several variations of the model
have been studied. Variations include models in which balls are eliminated over time [Mit91, CFM 98] —
either by age or at random and parallel allocation of the balls with limited communication [Ste96, ACMROIS].
Many of the earlier results are surveyed in Mitzenmacher’s Thesis [Mit91] and in his survey with Richa and
Sitaraman [MRSO01]. A more recent survey is due to Wieder [Wiel7].

In his thesis Mitzenmacher suggested the model of 1 + 3 choice for § < 1, where the algorithm is given
two choices with probability g and only one choice with probability 1 — 8. His motivation for introducing
this model stems from a problem in queuing theory. Vocking [V6c03] show that for d-choice, dependent



can improve over the greedy algorithm of [ABKU94|, resulting in maximum load of ©(loglog(n)/d) (cf.
O(loglog(n)/logd)).

The heavily loaded case of the two-choice problem was first analyzed in [BCSV06] (see a neat and short
proof by Talwar and Wieder [TW14]). In [PTW15], Peres, Talwar and Wieder considered the 1 + 8 choice
model for complete graphs and showed that there both gap and upper deviation is ©(logn). The drift and
potential methods introduced in this work allowed the authors to relate this result to the graphical case for
expanders in [PTW15] and inspired methods used here as well.

1.3 Notation and Preliminaries

A graphical process is specified for some fixed underlying d-regular graph G = (V, E). Henceforth we denote
n = |V| and m = |E| (typically in balls-into-bins literature, m is used for the number of balls, but we will
think of the allocation process as indefinite, using ¢ for the index of the allocated ball). At each time step
t=1,2,..., an edge e = e; = (u,v) € F is chosen (requested) uniformly at random, and a ball must be
assigned to one of its endpoints u or v. We often refer to the vertices of G as bins. A vertex u has load ¢ at
time ¢, if £ balls have been assigned to it after ¢ allocations. Let L! : V — N denote the load vector at time
t. We assume L°(u) = 0 for all u € V so that the total load ||L!||; = t for each t € N. Hence, the average
load at a vertex at time ¢t is t/n.

An allocation strategy, upon the request e = (u,v), decides whether to assign the ball to u or to v
(possibly based on the entire history so far). The goal of the strategy is to minimize the gap, where we define
the gap at time t as

gap(t) = gapa(t) = max L' (u) — muin L' (u).
As max, |L'(u) — t/n| < gapg(t) < 2max, |Lt(u) — t/n|, sometimes we will work with max,, |L!(u) — t/n|
and we refer to this the maximum deviation from the average load. For a subset S C V', we denote the total

load on vertices in S by L*(S) := 3, . L*(u), and the average load by ft(S) = L*(9)/|S].

Hierarchical cut-based decomposition. A hierarchical decomposition of G is a recursive partition of
the vertex set V' until each resulting set is a singleton vertex. Such a decomposition is naturally viewed as
a rooted tree T' = (Vp, Er), where each node i € Vi corresponds to a subset S; C V. The root r of T
corresponds to V, the leaves to singleton sets {u} for u € V. For any node ¢ € Vr, its children ji,...,jk
correspond to the sets S, ,..., S}, obtained by partitioning S;.

Removing an edge (¢,7) of T, where j is a child of ¢, partitions the leaves of T' (or nodes of G) into S;
and V '\ S;. In a cut-based decomposition, we associate an edge (4,7) € Ep with the cut (S;,V \ 5;) of G,
and set its capacity cr(i,j) = Cg(S;), the capacity of the cut (S;,V '\ ;) in G.

We will work with G and its decomposition 7. To avoid confusion, we use u, v, x,y to index the vertices
of G, and 1, j,j' to index the vertices of T. Sometimes we index the leaves of T by u,v to highlight the
correspondence with vertices of G. We will refer to the vertices of T' as nodes.

Récke Trees and Oblivious Routing. Let G = (V| E,¢) be an undirected graph with edge capacities
ce > 0. An oblivious routing for G specifies for each ordered pair of nodes u,v € V, a flow template
fuv 1 VXV — R on the edges, that describes how to send one unit of flow from u to v. So each f,, satisfies

Jfuo(x,y) = — fun(y, x), for all z,y € V, and Z Juo (2, ) = Lg=u) = Liz=y) forallz € V.
y

Let d = (d(u, v))u,» be any multi-commodity demand vector with commodities (u,v) € V x V and demands
d(u,v) > 0. An oblivious routing of d on G sends d(u, v) units of each commodity (u,v) according to fy,.
In a breakthrough work, Réicke [Ric02] showed that for any edge capacitated G = (V, E, ¢), there exists

a cut-based decomposition tree R = (Vg, Egr,cr), and flow templates f,, for each u,v € V satisfying the
following remarkable property. Consider any demand vector d. On R, as the d(u,v) units are routed along



the unique path from leaves u to v, let gp 7(i,7) = > ,cs, ves, AU:V) + 3,45, ves,» be the total flow
across (i,j) € Er and let cong(R, (f) = max(; j)erg g (i, 4)/cr(i, j) be the maximum edge-congestion on
R. Similarly, consider the oblivious g, ;for don G and let cong(G, d) = max.cp 9 g(e)/ce be the maximum

edge-congestion on G. Then for any J:
cong(R, d) < cong(G,d) < ag cong(R, d).

We refer to ag as congestion ratio for oblivious routing on G. The best bound on ag is O(log2 nloglogn)
[HHRO3], and the corresponding R and flow templates f,, can be found in polynomial time. Almost linear
time constructions with slightly worse a are also known [RST14]. Below, we also use the fact that in both
of these constructions, the tree R satisfies |S;| < 3/4]S;| for each edge (4, j) and that R has depth O(logn).

2 Overview

Before describing the details, we first provide a high level overview of the idea and the algorithm.

Upon the arrival of an edge request e = (u,v), by choosing whether to allocate the ball to u or v, an
allocation strategy can bias the expected load toward u or v. As the vertex loads fluctuate below and above
the average load over time, these biases must depend on the current load vector, and the goal is to design
an allocation strategy that results in a self-regulating process that keeps the load deviations small.

Balancing average load on sets. Let G = (V, E) be the graph underlying the process. Consider some
binary hierarchical decomposition of G, represented by a binary tree T = (Vr, ET), with nodes i € Vr
corresponding to subsets S; € V and leaves — to vertices in G. Let r be the root of T, and for a leaf u,
consider the unique path u = ig,%1,...,%, = r from u to r in T, so that {u} =S5;,, C S;; C...C S;, =V.
As Zt(r) =t/n and ft(u) = L*(u), the load deviation for u at time ¢ is at most

h h
L) = t/nl = |3 (L'(Sy,0) Z! SREACHIP

Jj=1

and hence to control the load deviation for each « € V', up to an h = O(logn) factor, it suffices to control
the gap |ft(5ij71) - ft(Sij)| for each parent-child node pair.

Fix a non-leaf node i € Vp, and let (), (i) denote its left and right children. To bound the average load
gap between S; and its children, a simple computation shows that it suffices to bound |L(Sy;)) — L(Sy@))|-
So a natural idea is to assign each non-leaf node i the task of balancing L(Sg (iy) and L(Sg(l ). To do this,
one can try to assign biases to edges to create a relative bias from the most loaded among Sy(;) and S,.;
to the least loadeed. Notice that the relative biases should be strong enough for each sibling pair, to get
good bounds on the balance. In particular, if k& = Q(d), then to achieve the desired polylogarithmic gap in
Theorem 1.1, the total bias between every two siblings Sy(;) and S,.(;) must be Q(d/polylog(n)).

Orthogonal Multi-commodity Flows. A key difficulty in implementing this idea is that the bias on an
edge e affects several sets S;, (see Figure 2). In this example, we would like to use edges between S; and
S to create a bias from S;, which has higher average load, to S;. However, this create a bias towards Sis
compared to Si1, even though Sio already has higher load. In general, it is not clear how to create edge
biases to balance the relative bias simultaneously for all sibling pairs.

To get around this, we do two things. First the graph decomposition is constructed carefully, as we
discuss later. Second, for each non-leaf node i in T', we create a flow F; between vertices in Sy;) and S,

We can view the flow across an edge e as the bias that we would like to assign to e to balance Z<Sg(i)) and
Z(S,.(i)). So the direction of the flow F; depends on which side has higher average load.



Figure 2: On the left, two edge biases on a graph G are illustrated by red arrows. Each of
these is aimed at creating a relative bias from Sy with average load L(S3) = % to S with
L(Ss) = %. On the right are their impact on the graph’s decomposition tree. Each node of
the tree represents a vertex subset S (equivalently, a cut) in the graph. Inside the node is the
average load of the cut (balls divided by bins). The horizontal dashed edges indicate the relative
bias between two sibling cuts. The edge from a S to its parent is oriented by the total bias on
that S. Above we see the non-orthogonal flow incurred by the edges the cross the green cut.
Observe how these create an undesired relative bias from the lightly loaded S1; to the heavily
loaded S12. Below we see an orthogonal flow which has no impact on the relative bias of any

pair of sibling sets except S and Ss.

However, as the bias on e affects each set S; that e crosses, we choose the demands between vertices in
S¢(i) and S,(;) to define F; such that the flow F; does not affect the balancing task of any other non-leaf
node j # i. More formally for any non-leaf node j # 4, the quantity L(Se(;)) — L(Sy(;)) incurs zero bias due
to the flow F;. We refer to this as the orthogonal property of demands and it allows to create biases that
simultaneously balance L(Sy(;)), L(S,(;)) for all pairs. This also is illustrated in Figure 2.



To do this, we define a multi-commodity flow for each tuple (i,u,v) with u € Sy;) and v € S,(;) and
assign it a demand d;(u, v) proportional to 1/]Sy;)||Sy@|. If any non-leaf node j # i in the subtree rooted
at 4, this ensures that the flow F; is split in proportion to |Sy;)| and |S,(;| along the two children of j,

ensuring orthogonality as Z(Sg(j)) — L(S,(j)) incurs zero bias. Moreover if i and j do not lie along some
root-leaf path, the tree structure ensures that the flows F; and F}; do not affect each other.

In principle we could have generated these flows ad-hoc, however it is desirable that our allocation rule
shall be polylogarithmically fast and simple to implement. The fact that we use a separate commodity for
the flow between every pair of sibling sets allows us to simply change the sign of that flow when the load
balance between the sets shifts.

Récke Trees. The above describes a strategy on a tree. To realize this strategy using flows, we use Raecke’s
cut-based decomposition for G. Roughly speaking, this ensures that the decomposition does not have
bottlenecks and sufficiently high biases can be created between the relevant sets. Moreover in this realization
the different commodities are oblivious to each other, that is, the flow realization for each commodity depends
only on the demand of that commodity. This enables the simple implementation of our algorithm.

In general, Récke trees need not be binary. To get around this we work with an auxiliary binary tree
T obtained from R, that we call a balancing-flow tree. Even though T is not a valid cut decomposition
anymore, it maintains the properties needed for our purpose.

3 Algorithm

Let G = (V,E) be the underlying graph for the graphical process and let k = k(G) denote the edge-
connectivity (the size of the minimum cut) of G.

The algorithm consists from two parts. A preprocessing stage, and an online allocation stage. In the
preprocessing stage we analyze the graph structure and compute the decomposition tree. In the online
allocation stage we use these to realize an allocation strategy that uses O(logn) operations per request to
balance the load at all times.

3.1 Computing the strategy

Given G, we first construct a Ricke cut-based decomposition R = (Vg, ER, cgr) tree for G, together with the
flow templates f,, for each ordered pair u,v € V', as defined in Section 1.3.

Let ag be the congestion ratio for G with respect to R. We apply the algorithm of [] to construct
R, so that ag = O(logznlog logn) and the running time is polynomial. Let R; C V denote the subset
corresponding to i € Vg, and recall that |R;| < (3/4)|R;| for each (i,j) € Eg, so that the depth of R is
O(logn). Moreover, as G is k edge-connected, each edge (i,5) € Er has capacity cr(4,j) > k.

Next, we convert R into a binary hierarchical decomposition tree T' = (Vp, E7) of G. The nodes of T
will define the sets whose average load we will balance in the allocation strategy. To do this we will define
certain flows on T, and we call T a balancing-flow tree. We do not define the edge capacities cr, as we will
not view T as a cut-based decomposition. The reader may wish to assume that R is already binary, and skip
the paragraph below.

Creating the tree T

Apply the following step repeatedly to R until all non-leaf nodes have degree 2.
Choose any node ¢ with p > 2 children jy, ..., j,. Let w(h) = [S;,]/|S;| for h € [p], so that >_©_, w(h) = 1.

(i) If w(h) > 1/4 for some h, make h the left child of i. Create a new right child b with p — 1 children
[p] \ {h}. The node b corresponds to the set S; \ Sp.



(ii) Otherwise, arbitrarily partition [p] into two sets A and B so that w(A),w(B) € [1/4,3/4]. Create
two children @ and b of 4, where the children of a (resp. b) are the nodes in A (resp. B). The nodes a and b
corresponds to sets U;c4.S; and UjepS;.

Clearly, T is binary. Also T" and R have the same set of leaves as R is a contraction of 7. Also note that
for any node a, if [Sa|/Sp(a)| > 3/4 where p(a) is the parent of a (due to step (i) above), then a must be a
node in the original tree Récke tree R.

The following observation will be quite useful later.

Claim 3.1. Let a,b be two nodes in T such that a is an ancestor b, and let q be the distance from a to b.
Then |Sy| < (3/4)L9/2)|S,|. In particular, T has depth O(logn).

Proof. Consider some path ¢, d,e of length 2 in T, where ¢ is the ancestor of e. It suffices to show that
either |S.| < (3/4)|S4| or |Sq| < (3/4)|Sc|. To see this observe that if d was a node in R, this follows by the
well-balancedness of a Récke tree for the edge (d,e). Otherwise, (¢, d) was produced according to rule (ii)
and thus [Se| < [Sq4| < (3/4)]sc/- O

Defining the demands on T'

Let I denote the set of internal (non-leaf) vertices of T. For i € Iy, let £(7) and r(7) denote its left and right
children As described in Section 2, each node ¢ € I will be associated with a flow f; which will be used to
balance L(Sy(;)) and L(S,;), the average load on subsets corresponding to its left and right children.

To this end, we define a collection of demands D; for each ¢ € ip. The flow produced by these demands
will determine the allocation strategy as we will describe later below.

Let 8 =1/(8ag). For each i € I, the collection D; consists of Sy ||S.(;)| commodities (i, u,v) for each
pair of vertices u € Sy(;),v € S,(;). For each such pair, we create the demand from u to v of

Bk

di(u,v) = — %
(1:0) [Sec) [1Sro)]

For a pair of nodes j € Vp and ¢ € I, let
di (J) = Z dl(u7 U) - Z dl (ua U)a (1)
uESj,v¢Sj ugZSi,veSj

denote the total demand from D; leaving the set S;.

Let T; denote the subtree of T rooted at i. Note that d;(j) = 0 for any node j ¢ T;, as the demands in
D; are between the vertices in S;. Also, d;(i) = 0.

These demands satisfy a useful orthogonality property, as illustrated in Figure 2.
Lemma 3.2. For anyi,j € Iy, with i # j we have that

di(€(5)) _ di(r(5))

- —0.
1Seinl 1Sl

For j =i we have

4;(0(5)) di(r(j)):ﬁk< 1 ! >

i _l’_ -
[Senl 190l Secy]  1Sra)]
Proof. We first assume that ¢ = j. The property clearly holds for any node j ¢ T; as d;(£(j)) = d;(r(j)) = 0.

Consider j € T;. As j # i, suppose without loss of generality that j lies in the left subtree at i. Then
the total demand leaving ¢(5) is exactly

Bk _ 5 15
|1Se@)| 15w i) |Se(s)l

GieG) = D Y dilu,v) =[SipSk)]

’U,ESg(j) UGST(i)

(2)



Similarly, di(r(j)) = Bk|S,(j)|/(|Se)]) and the claim follows. If j lies in the right subtree at i (so the
demands enter j), the only difference is that sign of d;(¢(j)) is swapped.

For j =i, we have dy(;) = Bk and d,.(;) = —f and the claim follows. O
The following fact will be useful later in realizing the 7" flow on G.

Lemma 3.3. The total demand, either entering or leaving, across any edge (a,b) € Er, with b child of a,
is at most 86k < k/ag.

Proof. The only demand leaving (resp. entering) b is due to demands in D; for nodes i € Vp that are
ancestors of b and for which b lies in the left (resp. right) subtree of i. Let d(b,7) be the distance between
b and 7. Then by Claim (3.1) and (2), the total flow leaving b and entering b due to the demands D; is at
most Bk|Sy|/|Sei| < Bk(3/4)1®D=1/2] " Summing up over all i > 1, this is at most 843k. O

Now consider the total load on the edges of R by the demands d;(u,v). As R is a contraction of T, the
flow on an edge (i,5) € Er, where j is a child of i, is exactly the total flow entering and leaving the node j
in T, which by the Lemma above is 83k. In particular, this implies the following on the tree R.

Lemma 3.4. Consider the multi-commodity flow in R due to commodities d;(u,v) for alli € It andu,v € V.
Then the total flow on any edge is at 858k. As each edge in R has capacity at least k, the congestion of any
edge is at most 8fk/k =1/ag.

Computing the balancing flows for each node of I

We now map these demands and the associated flow back to G. Recall the flow templates f,, for each pair
of vertices u,v € V in G, given by the oblivious routing associated with the tree R.

For each edge e = (z,y) of G and node i € I, let

gz, y) = > fuo(z,y)di(u,v),

u,veV

be the total (signed) flow from x to y due to the demands in the collection D;. Observe that g;(x,y) =
—gi(y,z) for all z,y as fu,(z,y) = — fuu(y, ) for all u,v,z,y € V.

Note that the g;(x,y) only depend on the graph G (and R, T, {fuy}uv that are derived from G). In
particular, they do not depend on the current load vector Lt at the vertices of G, and will be fixed henceforth.

Having computed the g;(x,y), we are now ready to define the allocation strategy.

3.2 Allocation Strategy
At each time step t + 1, for t = 0,1, 2, ..., we allocate the arriving ball using the following strategy.
1. Let e = (z,y) be the edge where the ball arrives at time ¢ + 1. Choose ¢ € Iy with probability
Pe() = |gi(z, y)|.

2. Let L = Li denote the current load vector.
Compare L(£(i)) and L(r(i)) (the average load on Sy;) and S,(;)).

(r(i

(r(7)): allocate the ball to z if g;(z,y) > 0, else allocate it to y.

(a) If L((i))

> )): allocate the ball to y if g;(x,y) > 0, else allocate it to x.
(b) TET(U(0)) <

L
L

3. With remaining probability 1 — >, p.(i), allocate the ball uniformly and randomly to either x or y.



Implementation. The allocation strategy can be easily implemented to run in O(logn) time per arriving
request as follows.

First, for each e = (z,y), we create a table G. of size O(n), with entries for each internal node i € Ir,
that contains g;(x,y). This table is fixed and does not change over time.

We maintain another table F' of size O(n) with entries f7(j ) for each node j € Vr that change over time.
Whenever a ball is allocated to some vertex u, we increase L(j) by 1/|S;| for each node j on the path from
u to the root r in T. This requires only O(logn) update operations.

Upon the request for edge e, we lookup the entry for ¢ with probability pe() in the table G., and the
entries L(€(4)) and L(r(i)) in the table F' and use the allocation strategy above to allocate the ball.

4 Analysis

Our goal is to prove the bound on the gap as given by Theorem 1.1. To this end, we first bound the gap
between the average load on sets corresponding to any two siblings in 7". In particular, we show the following.

Lemma 4.1. For any non-leaf node i € Vi, for every constant ¢ > 0,

Pr[L(Sys)) — L(Sriy) > 8(d/k)ag clogn] = O(n™°).

Let us first see how this directly implies Theorem 1.1.

Proof of Theorem 1.1. Fix any non-leaf node i € It and consider some child j € {£(i),r(¢)} of i. Let j
be the sibling of j. We first observe that the difference between average load of siblings is no less than the
difference for a parent-child pair. This follows as

L(Si) = L(S;) | _ 154l

T(s,) - (5| = | A2 - 5 T(s) ~ TSl 2 [TS) - TS, ()
| ]| | ’| | J‘
where we use the fact that L(S;) = L(S;) + L(S;/), |Si| = |S;] + |Sj/| and |S;| > |Sj/|.
Fix some vertex u of G, and consider the path v = ig,%1,...,7, = r in T from the leaf u to the root r.

As L(u) = L(u) for a leaf u and L(r) is the average load over V, the load deviation for u is

= IS° (T - Tli)

g=1

E( < |Z(ig—1) - f(ig)| :

M=

1

Q

mA Il

Applying Lemma 4.1 with ¢ > 1, taking a union bound over the O
that w.h.p. |L(S;) — L(S;)| < (d/k)ag ¢ logn] for all edges (i, j)
by Claim 3.1, this gives that, w.h.p., for every vertex u,

|L(u) = L(r)| = O((d/k)ag log” n). 0

n) edges (4,j) € Er and using (3), we get
Er. As the height of T is hy = O(logn)

To prove Lemma 4.1 we will show that whenever Z@(i) > fr(i), the strategy creates sufficient drift to
decrease fg(z-) - fr(i), and vice versa.

4.1 Computing the Drifts and Biases

We now compute these quantities.

Consider the ball arriving at time ¢ + 1 and let L = L! denote the current load vector. To describe the
allocation strategy more compactly, it will be convenient to define

0u(i) = {+1 if T(¢(i)) < L(r (i)

—1 otherwise.
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For an edge e = (z,y), let g.(x) denote the probability that the allocation strategy assigns the ball to .
Note that ¢.(x) (and most of other quantities below) depend on the vector Qr,, but we drop this for ease of
notation, as we only consider the ball at ¢ + 1.

Lemma 4.2. ¢.(z) = % + % > 9i(2,9))QL(4).

Proof. Recall the allocation strategy in Section 3.2 can be written as follows. Upon the request ¢ = (z,y),
it samples i € Iy with probability p.(i) = |g:(z,y)| and allocates the ball to  with probability (1 +
sgn(gi(z,y))Qr(z)/2. Here sgn(a) =1 if a > 0 and —1 otherwise. So

= Y ooy (B 4 (1S )

i€lr i€l

—;+;<Zgi($,y)QL(i)>' -

i€l

Let us define the bias towards x due to the edge e = (z,y) as

be(@) = 2ge(x) =1 =Y gi(,9))Qu(3)

i€lr

We next show that the probabilities ge(z,y) lie in [0, 1].
Lemma 4.3. For an edge e = (x,y), we have that b.(z) € [-1,1].

Proof. As Qr(i) is £1,

2 <Y gl y)l < D0 > fuola,9)lldi(u, v)).

i€l i€l u,v

This is at most the total multi-commodity flow on the edge (x,y) due to the demands in D; for all i € Ir.
By Lemma 3.4, and the property of Réicke decomposition, this is at most ag cong(R,d) < 1. O

The biases for sets. Let us now compute the probability ¢(S;) that the ball at time ¢t 4+ 1 is assigned to
a vertex in the set S; corresponding to some node i € V.

Let N(x) be the set of neighbors of vertex  in G. As g.(e) is the probability of allocating ball to 2 when
edge e = (z,y) is chosen, and each e arrives uniformly with probability 1/m,

R 3 Grren) R X e !

where we use that 37, .o > cn) 1 = d|Si] as G is d-regular, and that m = nd/2.

Let
LSy S b =as) - 2 (5)

xeSl yEN(z)
denote the bias towards set S;, over the stationary probability |.S;|/n.

The following key lemma that relates the demands D; defined on the nodes j € I to the bias b(S;).
Recall from (1), that d;(¢) is the total flow out of or into the subtree T; due to the demands in D;.

Lemma 4.4. For any set S; corresponding to a node i of T

ZQL

JjEir

11



Proof. By the definition of b, (z,y) and g;(z,y),

SN by = DY Y 6@ )Q()

z€S; yeN(X) z€S; yeN(z) jEIT

> > ZQL(j)quu(x,y)dj(u,v)

z€S; yeN(z) jEIT

ZQLyezT Zd w) > > fun(z,y).

z€S; yeN (x)

Noting that ZyeN(w) Juv(x,y) = 1p=y — 1=y for any z,

Z Z fuv(xay) = Z (lx:u - ]-:b:v) = ]-uESi - 1UES71-

z€S; yeN(x) z€S;

Plugging back this gives that

Z Z bz(x,y) = Z QL(.]) Zdj(u’ U)(luESi 'UES Z QL . O

z€S; yeN(x) JEIiT U, JEiT

The following quantity will be crucial in the proof of Lemma 4.1.

Lemma 4.5. For a node i and its children €(i) and r(i),

q(sm-))_q(sr(i)):ﬁkQL@')( 1 .1 )
ISeyl — 15r(9)] m ISey] 1Sk

Proof. By definition for bias in (5), we have q(Sy;)) = |Siy|/n + b(Sei)) and q(Sy)) = [Srey|/n + b(Sy(5))-
By Lemma 4.4.

4(Seiy) — a(Sr@) _ b(Sewy)  b(Sr(i) _ d;i(£(i))  d;(r(2))
Sl " IS0 = 15wl 1S 0] = 2 m ) ( Sl 15wl >

JjelT
By Lemma 3.2, for any ¢ # j the right side is zero, the only contribution is due to 7 = ¢ which is

ﬁkQLu)( L1 ) -
m |Sé(i) | ‘Sr(i) |

4.2 Proving the concentration

We now prove Lemma 4.1. We first develop a simple concentration lemma to be used in our analysis.

2-point concentration. The set up is the following. There are two bins, 1 and 2, associated with so
called steady state probabilities 71, w9 which satisfy m; + mo = 1. At each time step a ball arrives and let
¢4, 0 denote the loads of the bins at the end of time t. In addition, fix b < min(y, m2)/2, and assume that
the allocation process of the ball arrives at t + 1 is as follows.

A parameter b; > b also satisfying b; < max(my,m2)/2 is decided independently from the future of the
process. Then, if ¢} /m; > 04 /75 the ball is allocated to either bin 1 with probability 7 — b; or to bin 2 with
probability mp + b;. Otherwise, if ¢ /m; < ¢4 /mo, the ball is allocated to bin 1 with probability m + b, or
bin 2 with probability mo — b;.

For any time ¢, let d(t) = ¢} /7 — £5/m2 denote the normalized difference in the loads of the bin.

Lemma 4.6. For any time t and any x > 0 it holds that

Pr{|d(t)] < 2/8] = O(exp(—/8)).
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Proof. We define the potential function ®(t) = cosh(ad(t)), where o = b/8. So ®(0) = 1 initially at ¢ = 0.
Fix a time ¢ and let A® = ®(¢+1) — ®(¢) and denote d = d(t) and Ad = d(t+1) —d(t). Then, by Taylor
expansion, and using (d/dz) cosh(z) = sinh(z) and (d/dx) sinhx = cosh z,
A® = sinh(ad) (aAcH— (@Ad)®/3! + . ) + cosh(ad) (a (Ad)2/2! + (aAd)* /4! + . )

Let v = 1/m + 1/m. As b < max(my,m2)/2 we have that vb < 1. As either % or ¢4 rises by 1, we
have |Ad| < 7, and hence |aAd| < 1/2. Bounding |[(aAd)!| < (aAd)?27F2 for i > 2, and using that
coshz — 1 < |sinh(z)| < coshz for all z,

A® = sinh(ad)(aAd) + cosh(ad)(aAd)?).
For d > 0,

1 1 1 1
E(Ad) = (7‘(’1 — bt)T{T — (7T2 + bt)ﬂ; = 7bt (7‘1‘1 =+ 71_2) = *bt’y S 71)’}/

and otherwise, for d < 0, we have E[Ad] = byy > by.

For d > 0, we have

1)° 1)?
BlA0] = (= 0) (£ ) +ma+0) (2 ) =7 0(-1/a 41/ Sy b <

where the last step uses the fact that by < 1. The same bound also holds for d < 0.

This gives
< asinh(ad)E[Ad] + 202 cosh(ad)E[(Ad)?]
< —alsinh(ad)|by + 4027 cosh(ad)
< —aby(®(t) — 1) + aby®(t)/2 = —aby(P(t) — 2)/2.

E[AD(t) | ©(1)]

Thus, taking expectation and using A(®(t)) = ®(t + 1) — ®(¢) we obtain
Elo(t +1)] < aby + (1 — aby/2)E[¢(t)].
Taking induction over ¢ and recalling that ®(0) = 1 we obtain

E[@(t)] <2(1-(1-22)") +(1-L) <2

The result now follows by applying Markov’s inequality to ®(t). O

Proof of Lemma 4.1.

We apply the set up above to bound |[L(£(i)) — L(r(i))|. Let bin 1 correspond to Sy;) and bin 2 to S, ;).
We only focus on the steps when the ball is allocated to some vertex in S;. Let m =[Sy |/[S| and
7y = |Spi)l/|S| so that 71 4 72 = 1. The probability of allocating the ball to Sy;) conditioned on it being
allocated to S; is q(See))/q(S:), and similarly ¢(S,(;))/q(S;) for S,;).

Waiting 71 — by = g(Sii))/a(S:) and 7 + by = q(S,)/a(S:), gives that

b, (1 n 1) ~a(Se@y)  a(Sewy) 1S (Q(Sr(i)) _ Q(Sé(i))>
)\ 1Skl ISeyl /)7

B m2q(Si)  mq(S;) B q(S;

1 T2

which by Lemma 4.5 equals
|Si| BEQL(i) ( 1 1 ) _ 1 BEQL(3) ( L1 )
— + = - —+—,
q(Si) m |Sl(i)| |Sr(i)| q(Si) m T T2
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which gives that

L BRQu()
' mq(S;)

Now, ¢(S;) = |Si|/n+ b(S;) < 2|S;|/n, where be use that b(S;) < 88k/m = O(1/(agn)) = O(1/n).

BknQr(7) B N
|be| > “omlS Bk/(d|S;|) =: b. (6)

Applying Lemma 4.6, we obtain

P HL(Sem) B L(&(z’))‘ > x/b} — O(exp(—/8)).

1 T2
As w1 = [Syiy|/[Si], m2 = [Seeiy|/1S:] and using the definition of b in (6), gives that for any 2 > 0,
Pr [|L(Seiy) — L(S,))| = 8z(d/k)ac] = O(exp(—z/8)),

which implies the desired claim.

5 Lower Bounds

We describe various simple but instructive lower bounds. First we prove Theorem 1.2. Then, we show an
Q(log(n)/loglogn) lower bound on the upper gap for bounded degree graphs so that on expanders, the
upper gap is roughly of the same order as the gap (unlike the case of complete graphs).

We also remark that [PTW15] showed that even for complete graphs, under the 1+ 3 choice model with
B =1/2, the upper gap is typically Q(logn) which is similar to the gap, unlike for the 2-choice model where
the upper gap O(loglogn) and gap is Q(logn).

5.1 Proof of Theorem 1.2

We show for any d-regular k edge-connected graph G, under any allocation strategy, the gap is Q(d/k+1logn)
with at least constant probability.

The Q(logn) bound follows from the following folklore argument. Fix any time ¢ and consider any interval
I of O(nlogn) steps just before t. For a fixed vertex v and time step, the probability that some edge incident
to it is chosen is d/m = 2/n. So with (1) probability, there is some vertex v for which no incident edge
is chosen during I. So during I, the load of v cannot change under any strategy, while the average load
increases by logn.

Hence, to prove Theorem 1.2, it suffices to show the following.

Lemma 5.1. Let G be any d-regular, k-connected graph. Then for any allocation strategy, and at any time
t the gap is Q(d/k) with constant probability.

Proof. Let C = (S,S) be some minimum cut in G, and let S be the larger side with |S| > n/2. Fix a time
t and consider some time interval I of length T just before ¢t. We specify T later. Let Y be the number of
edges requested with both endpoints in S. As an edge is requested uniformly at random at each time, and
as there are (d|S| — k)/2 such edges, we obtain

E[Y] = (d[S| - k)/2-T/m = (|S| — k/d)T/n.
As k < d and |S| > n/2, this at least T//3, provided that n > 6.

By standard estimates, with at least constant positive probability, we have Y > E[Y] + VT. Conditioned
on this event, the average load on vertices in S during I exceeds the stationary load of T'/n by at least

Y T _EY]+vVT T _(Sd-—kT VT T VT kT

—_ > = = .
S| n — |S] n |S|dn S| n |S] ndS|
Choosing T = en?d?/k? for small enough ¢ and as |S| > n/2, this is Q(d/k). O
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5.2 Upper gap for bounded degree graphs

Next we show that even for bounded degree expanders, under the greedy strategy the maximum load at time
t is typically t/n + Q(logn). This is unlike for complete graphs where this deviation is O(loglogn).

Lemma 5.2. For any d-reqular G with d = O(1), at any time t and for any allocation strategy, with constant
probability the mazimum vertex load is t/n + Q(logn/loglogn).

Proof. Consider an interval of requests of length dn /2. If at the beginning of the interval there was a vertex
of height logn/4dloglogn above the average, then we are done. Otherwise, by Markov’s inequality, at least
% of the edges have initial height equal or higher than logn/4loglogn below average.

As the number of these edges is at least m = nd/4 and they are requested uniformly at random, this
is like throwing m balls uniformly in m/2 bins and hence some edge e is requested s = ©(logm/ loglogm)
with constant probability. So for any allocation strategy, the load on one of the endpoint of e increases by
at least s/2 while the average load only increases by d/2 = O(1) during the interval. O

Concluding Remarks

In this paper we have shown how to obtain in the graphical two-choice model an asymptotically polylog-
arithmic load for any d-regular d-connected graph. One may ask if this strategy offers any improvement
in feasible sizes. To show that it indeed does, we conclude the paper with with a simulation result of our
strategy for large cycles, compared against the asymptotic behavior of the greedy choice model (Figure 3).

Maximum Gap of the Flow Strategy
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20
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0 1000 2000 3000 4000 5000 6000 7000 8000 9000

Cycle Size (Bins)

—@— Flow Strategy Gap

Greedy Gap Asymp.

Figure 3: The gap for our flow algorithm on cycles for the best possible Récke tree, averaged
over 32 runs of n2® balls for cycles of sizes n = 10 to 5000.
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