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Abstract

We study a gradient-flow version of the Ginzburg-Landau equations with an addition
of a compactly supported potential term. We consider initial data close to a mag-
netic vortex solution of the Ginzburg-Landau equations and find the dynamical law
governing the motion of the vortex center in the presence of the potential.

1. Introduction

1.1 Preliminary discussion and statement of the problem

In this work we consider the gradient flow Ginzburg-Landau equations in the presence
of a local potential. Specifically, we study certain solutions of the system of equations

∂tψ = ∆Aψ +
λ
2
(1− |ψ|2)ψ − εWψ

∂tA = −∇×∇×A + Im(ψ∇Aψ)
(1.1)

where (ψ(t), A(t)) : R2 7→ C × R2 for each t ≥ 0, ∇A = ∇ − iA and ∆A = ∇2
A. The

function W : R2 7→ R is a localized potential and is assumed to be smooth and compactly
supported. The parameter ε is the potential strength parameter.

Setting ε = 0 in Eq. (1.1), one obtains the following set of coupled equations for ψ
and A

∂tψ = ∆Aψ +
λ
2
(1− |ψ|2)ψ

∂tA = −∇×∇×A + Im (ψ∇Aψ) .
(1.2)

This system of equations is a particular dynamical model in the study of superconductivity
known as the superconducting model, also called the Gorkov-Eliashberg equations or time-
dependent Ginzburg-Landau (TDGL) equations [GE,T]. In the study of superconductivity
the function ψ is the order parameter measuring the density of superconducting electrons
and the vector field A is the vector potential for the magnetic field.

The stationary solutions of the TDGL equations are solutions of the Ginzburg-Landau
(GL) equations

∆Aψ +
λ
2
(1− |ψ|2)ψ = 0

−∇×∇×A + Im(ψ∇Aψ) = 0 .
(1.3)
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Denote by EGL(u) the Ginzburg-Landau energy functional

EGL(u) =
1
2

∫

R2

[

|∇Aψ|2 + |∇ ×A|2 +
λ
4
(|ψ|2 − 1)2

]

(1.4)

where u = (ψ,A). The Ginzburg-Landau equations, Eq. (1.3) are the Euler-Lagrange
equations derived from EGL.

Superconductors are characterized by two length scales called penetration depth and
coherence depth. In the scaling units corresponding to the form of EGL given in Eq. (1.4)
the penetration depth, measuring the scale of variations in the magnetic field, is equal
to 1. The coherence length, measuring the scale of variations in the order parameter ψ
is 1/mλ where mλ = min(

√
λ, 2). For λ = 1 the two length scales are equal and we

distinguish between type I superconductors, for which λ < 1 and type II superconductors
for which λ > 1. Experimentally, type I and type II materials differ in their magnetic
behavior. In type I superconductors magnetic fields are excluded from the bulk of the
material except for a very thin layer near the surface. In type II superconductors magnetic
fields penetrate the material in vortex structures. In general, Type II superconductors
can sustain magnetic fields much higher than type I superconductors without losing their
superconducting state. The existence of magnetic vortices and of type II superconductors
was predicted in 1957 by Abrikosov [A] (in addition Abrikosov predicted the existence of
large arrays of magnetic vortices, called Abrikosov lattices, in type II materials).

Magnetic (Abrikosov) vortices are equivariant solutions of Eq. (1.3) of the form

ψ(n)(x) = fn(r)einθ, A(n)(x) = an(r)∇(nθ) (1.5)

where (r, θ) are the polar coordinates of x ∈ R2 and n ∈ Z. In Eq. (1.4) configurations
(ψ,A) with finite energy are classified by the Brouwer degree of ψ, i.e., the topological
degree

deg(ψ) := deg

(

ψ
|ψ|

∣

∣

∣

∣

|x|=R

)

, deg(ψ) ∈ Z

where R is large enough. For the magnetic field B = ∇× A the degree map corresponds
to the quantization of magnetic flux and we have

∫

R2
B = 2π deg(ψ) .

Calculation of the degree of ψ(n) for a magnetic vortex solution given by Eq. (1.5) yields
deg(ψ(n)) = n, so that magnetic vortices are characterized by the quantization of flux
and the pair (ψ(n), A(n)) is called an n-vortex. Denoting u = (ψ,A), we note that for an
n-vortex v(n) = (ψ(n), A(n)) the GL energy functional EGL is a smooth functional on the
affine space given by

X(n) ≡
{

u : R2 → C ×R2 | u− v(n) ∈ H1(R2; C ×R2)
}

. (1.6)
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In addition we note that 0 < fn < 1, 0 < an < 1 and that the asymptotic behavior for
an(r) and fn(r) as r →∞ is known to be given by (see [BC]):

fn(r) = 1 + O(e−mλr), an(r) = 1 + O(e−r) .

It is also known that fn(r) vanishes like rn and an(r) vanishes like r2 as r goes to the
origin.

The existence of n-vortices was proved by Pholr [P] and by Berger and Chen [BC] by
variational methods. Stability of n-vortices was proved by Gustafson and Sigal [GS1].

As mentioned above, type II superconductors can sustain very large magnetic fields
(over 105 Gauss). However, a major obstacle in the attempt to produce large magnetic
fields is the dissipation of energy due to the creeping or flow of vortices [T]. One way to
overcome this problem is to pin down the vortices to particular locations in the material.
The pinning down of vortices is achieved by the presence of point defects, impurities,
inhomogeneities or by a variation in the thickness of the sample of superconducting material
[DG]. Rubinstein [Rub1] considered a model of the effect of pinning in which the quartic
term in EGL is replaced by the modified term

Vf (ψ; x) =
λ
2
(|ψ|2 − f2(x))2 .

The function f(x) can be thought of as measuring the quality of the superconductor
(consider for example the large λ limit). In the model analyzed by Rubinstein the super-
conductor occupies a bounded domain Ω and the function f(x) is taken to be

f(x) = 1 + (a1 − 1)χ(Ω1)

where χ(Ω1) is the characteristic function of a region Ω1, which is taken to be in the interior
of Ω, and a1 < 1. It was proved in [Rub1] that if a configuration (ψ1, A1) contains a vortex
in Ω2 = Ω − Ω1, then, for a value of λ large enough, there exists another configuration
(ψ2, A2) containing a vortex in Ω1 such that EGL(ψ2, A2) < EGL(ψ1, A1).

In [BBH] Bethuel, Brezis and Hélein study the large λ limit of a simplified version of
the GL functional. Assuming that Ω is a simply connected bounded domain in C, Bethuel,
Brezis and Hélein consider the functional

Eε(ψ) =
∫

Ω

[

1
2
|∇ψ|2 +

1
4ε2

(|ψ|2 − 1)2
]

.

Since there is no magnetic field in the problem one needs to introduce a mechanism for the
confinment of vortices to Ω. The minimization problem for Eε(ψ) is considered, therefore,
over all ψ satisfying the Dirichlet boundary condition

ψ(x) = g(x), x ∈ ∂Ω

where g : ∂Ω → S1 satisfies deg g = d 6= 0. It was proved in [BBH] that, if Ω is a star
shaped domain in C, there are N points a1, . . . , aN , N integers d1, . . . , dN and a sequence
ψεn of critical points of Eε(ψ), corresponding to a sequence εn → 0, such that ψεn → u∗ in
Ck,α

loc (Ω\{a1, . . . , aN}, C) where u∗ : Ω\{a1, . . . , aN} → S1 is an harmonic map defined by
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u∗ = eiΦ
N
∏

j=1

(

z − aj

|z − aj |

)dj

and where the harmonic function Φ is determined by the condition u∗ = g on ∂Ω. Further-
more, if ψεn is a sequence of minimizers we have dj = +1 for all j = 1, . . . , N = d and the
set of distinct points a1, . . . , ad is a global minimum of a renormalized energy functional
Eg involving d points and the harmonic Green function of Ω [BR, S] (see also [PaRi]). In
the general context of the Bethuel-Brezis-Hélein theory Andre and Shafrir [AS] analyzed
a model for the pinning of vortices in superconductors with small variable thickness which
was proposed by Du and Gunzburger [DG]. This model for the pinning effect involves a
weighted GL functional of the form

Eε(ψ) =
∫

Ω
p(x)

[

1
2
|∇ψ|2 +

1
4ε2

(|ψ|2 − 1)2
]

.

For this model Andre and Shafrir proved the Bethuel-Brezis-Hélein type result that the set
of points a1, . . . , ad defining u∗ consists of points (possibly repeating) in which p achieves
its global minimum.

More recently the effect of pinning was studied by I.M. Sigal and F. Ting [ST1] using
methods closely related to those applied in the proof of the main theorem in the present
paper. In addition, Sigal and Ting investigated the stability of pinned vortices [ST2].
Other results of recent work on the pinning of vortices can be found in Aftalion, Sandier
and Serfaty [ASaSe] and Andre, Bauman and Philips [ABP].

Our goal in the present paper is to provide a description of the dynamics of the pinning
effect, i.e., assuming that a magnetic vortex is not pinned down at an equlibrium position
by a local pinning potenial, but is located at its near vicinity, we aim to give a description
of the motion of the vortex under the influence of the potential. More specifically, we give
an equation of motion for the vortex center and for the elecromagnetic gauge function
in the presence of the potential. Formally speaking, this constitutes a reduction of the
dynamics of the various fields in the problem to an effective dynamics of a smaller number
of degrees of freedom, i.e, the vortex center and the gauge function. The methods utilized
for the proof of the main theorem in the current work is essentially the same as those
used by Gustafson and Sigal in their study of the dynamics of magnetic vortices [GS2].
In this context we mention that in [GS2] one can find a short survey of various rigorous
and non-rigorous results concerning the dynamics of vortices in various time dependent
versions of the GL equations. In particular, we mention here the non-rigorous results for
the superconducting model of Eq. (1) obtained by Atiyah and Hitchin [AH], Perez and
Rubinstein [PeRu] and W. E [E] and the rigorous results obtained, for the same equations,
by Demoulini and Stuart [DS]. A simplified version of the TDGL equations, called the
nonlinear heat flow (NLHF) equation, in which A ≡ 0, was studied by Neu [NEU], Lin [L],
Jerard and Soner [JS] and Rubinstein and Sternberg [RS1] (see also [Rub2] and references
therein).

We conclude this subsection by noting that reviews of the Ginzburg-Landau theory
of superconductivity can be found, for example, in [BFGLV, Gu1, JT, Rit, Riv, Rub2].
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1.2 Symmetries of the Ginzburg-Landau equations
The Ginzburg-Landau energy functional EGL is invariant under the following symme-

tries:
(i) Translation symmery x → x′ = x + z

ψ(x) → ψz(x) = ψ(x− z), A(x) → Az(x) = A(x− z) .

(ii) Gauge symmetry

ψ(x) → ψγ(x) = eiγ(x)ψ(x), A(x) → Aγ(x) = A(x) +∇γ(x) .

(iii) Rotation Symmetry x → x′ = Rx, R ∈ SO(2)

ψ(x) → ψR(x) = ψ(R−1x), A(x) → AR(x) = RA(R−1x) .

We note that for an n-vortex solution the application of the rotation symmetry group
correspond to a subgroup of the gauge symmetry. Therefore, for n-vortices the relevant
symmetry operations are the translation and gauge groups. Accordingly, given an n-
vortex v(n) = (ψ(n), A(n)), we can apply translation symmetry with translation parameters
z = (z1, z2) ∈ R2 and gauge symmetry with a gauge function γ and find another solution
vzγ of Eq. (1.3) where

vzγ = (ψzγ , Azγ) = (eiγψ(n)(· − z), A(n)(· − z) +∇γ) = (eiγψz0, Az0 +∇γ) (1.7)

and ψz0 ≡ ψ(n)(· − z) and Az0 ≡ A(n)(· − z). For reasons that will become clear below we
consider gauge transforms of the form

γ =
∑

i=1,2

ziA
(n)
i (· − z) + γ̃ (1.8) .

Then, according to Eq. (1.6) and Eq. (1.7) we require that γ̃ ∈ H2(R2; R). In this case
vzγ in Eq. (1.7) will always be in X(n). Applying symmetry transformations in the form
of Eq. (1.7) for all possible values of z and γ we obtain the symmetry manifold of the
n-vortex

M (n)
sym =

{

vzγ | z ∈ R2, γ̃ ∈ H2(R2;R)
}

(1.9)

with γ̃ given in Eq. (1.8). It is obvious that all points in M (n)
sym are solutions of the

Ginzburg-Landau equations, Eq. (1.3).
In order to obtain Eq. (1.1) we add to EGL an interaction term of the form

Eint(u) =
∫

d2xW (x)|ψ(x)|2 (1.10)

where u ∈ X(n). Define a modified energy functional
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Eε(u) = EGL(u) + ε Eint(u) . (1.11)

With this definition Eq. (1.1) can be written

∂tu = −E ′ε(u) (1.12)

where E ′ε is the Fréchet derivative of Eε. We observe that the interaction term in Eq. (1.10)
does not break the gauge symmetry. However, Eint does break the translation symmetry
and if we translate ψ the interaction energy depends on the translation parameter z. In
particular, applying translations to the n-vortex solution v(n) we define the interaction
energy

W (n)
int (z) ≡ ε

∫

d2xW (x)|ψ(n)(x− z)|2 . (1.13)

1.3 Summary of results
The main result in this work states that the force derived from the interaction energy

W (n)
int (z) is governing the effective dynamics of the magnetic vortex. More specifically,

given an initial data u0 = (ψ0, A0) close to a point vz0γ0 ∈ M (n)
sym, we show that there

exists a curve in M (n)
sym, parametrized by the time t, such that for all t ≥ 0 the solution

u(t) satisfies

u(t)− vz(t)γ(t) = O(ε)

where the equation for the effective dynamics of the vortex center is given by

anż +∇zW
(n)
int (z) = O(ε2)

and

an =
1
2
‖∇A(n)ψ(n)‖22 + ‖∇ ×A(n)‖22 . (1.14)

The rest of the paper is organized as follows: In Section 2 we state the main result
proved in this paper in the form of Theorem A. This theorem provides the exact form
of the effective dynamics of a magnetic vortex in the presence of a localized potential.
In Section 3 we give the proof of Theorem A. Starting in Subsection 3.1 and Subsection
3.2 with the definition and discussion of the notions of manifold of approximate solutions
and local Sobolev spaces, we continue in Subsection 3.3 with the four main steps of the
proof of Theorem A. A proof of Proposition D, which contains many technical details,
is provided in Section 4. Proofs of several technical lemmas are given in Section 5. The
proofs of the two important lemmas, Lemma C and Lemma D, are found in Subsection 5.1.
Subsection 5.2 contains the proofs of some auxiliary technical lemmas. Finally, Appendix
A contains explicit expressions for the Taylor expansions of the energy functional and its
Fréchet derivative (r.h.s. of the equation of motion).

2. Results
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2.1 Effective dynamics of vortices - main theorem
Our main result in this work is the following theorem concerning the effective dynamics

of the gradient flow Ginzburg-Landau equations with a local potential:

Theorem A (effective dynamics): Let v(n) = (ψ(n), A(n)) be an n-vortex solution
of the static GL equations, Eq. (1.3), with n an arbitrary integer if 0 < λ < 1 and n = ±1
if λ > 1. Let M (n)

sym be the symmetry manifold for v(n). Let u0 = (ψ0, A0) be the initial
data for a solution u(t) = (ψ(t), A(t)) of Eq. (1.1). There exist constants ε0, c, c0 > 0, with
c, c0 depending only on ε0, such that for 0 < ε < ε0 and initial data u(0) = u0 satisfying
the condition that there is some vz0γ0 ∈ M (n)

sym with

‖u0 − vz0γ0‖X(n) ≤ c0ε ,

the solution u(t) of Eq. (1.1) is of the form

u(t) = vz(t)γ(t) + ζ(t)

with vz(t)γ(t) ∈ M (n)
sym and the functions z(t), γ(t) satisfying the differential equations

an
dz
dt

= −∇zW
(n)
int (z) + O(ε2)

dγ
dt

=
∑

i

żiA
(n)
i (· − z) + OH1−s(ε2), s > 0

(2.1)

and the function ζ(t) is in X(n) and is bounded by

‖ζ(t)‖X(n) ≤ cε . (2.2)

Eq. (2.1) will be called the effective dynamics equations. We see that, for functions
z(t) and γ(t) satisfying the effective dynamics equations, vz(t)γ(t) ∈ M (n)

sym follows the path
of the actual solution u(t) up to an error of order ε.

3. Proofs
Before commencing with the proof of Theorem A we make some comments concerning

notation. Throughout the discussion below the symbol Hs always means the Sobolev space
Hs(R2; C ×R2). Let ζ = (ξ, F ) ∈ L2(R2;C ×R2) and η = (λ,G) ∈ L2(R2; C ×R2). The
L2 inner product of ζ and η is denoted by 〈ζ, η〉 and is given by

〈ζ, η〉 ≡
∫

R2
(Re(ξλ) + F ·G) .

In order to make the notation less cubersome we shall denote below the parameters {z, γ}
by σ. For example, according to this convention vσ stands for vzγ . We restore the full
notation whenever this is necessary or if it adds to the clarity of argument. Otherwise, the
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shorter notation is kept throughout the course of the proof. In several steps that do not
require reference to the parametrization of Mas we omit it altogether.

3.1 The manifold of approximate solutions

Let

Σ = {(z, γ) | z ∈ R2, γ −
∑

i

ziA
(n)
i (· − z) ∈ H2(R2;R)} . (3.1)

Denote the elements of the translation group by Gz (z ∈ R2) and the elements of the
gauge group by Gγ (γ ∈ H2(R2;C)). Applying the translation and gauge transformations
to a vortex solution v(n) of Eq. (1.3) we obtain a manifold Mas of solutions of this equation

Mas = {GγGz v(n) | (z, γ) ∈ Σ} = {vz,γ | (z, γ) ∈ Σ} = M (n)
sym ⊂ X(n) (3.2)

The manifold Mas is, therefore, parametrized by z and γ. A point in Mas corresponding
to a given value {z, γ} of the parameters (for γ this means a definite gauge function) is
denoted by vzγ .

The manifold Mas is called manifold of approximate solutions. We argue for the
introduction of Mas and the terminology used as follows: Inserting vzγ ∈ Mas as a trial
solution into Eq. (1.12) we obtain in the r.h.s

E ′ε(vzγ) = E ′GL(vzγ) + ε E ′int(vzγ) = ε E ′int(vzγ) (3.3)

hence the r.h.s of Eq. (1.12) (or, equivalently, of Eq. (1.1)) is of order ε and vzγ is seen to
be an approximate static solution of Eq. (1.1) for ε small.

Denote by TzγΣ the tangent space to Σ at the point (z, γ) and by Tvzγ Mas the tangent
space to Mas at the point vzγ . A basis for TzγΣ is given by

{∂zi + 〈z · ∂iA, ∂γ̃〉, ∂γ̃} (3.4)

where γ̃ is given by Eq. (1.8) and for a function g we set 〈g, ∂γ̃〉 =
∫

d2x g(x)∂γ̃(x). Using
the natural parametrization map β : Σ → Mas defined by β(z, γ) = vzγ we can push
forward the basis given in Eq. (3.4) in order to obtain a basis for Tvzγ Mas. This later
basis, is obtained via the mapping of the basis in Eq. (3.4) by the Fréchet derivative
Dzγ(β(z, γ)) = Dzγvzγ . Denoting ∂A

zi
= ∂zi + 〈Ai, ∂γ〉, we get in Tvzγ Mas the basis vectors

T zγ
i = ∂A

zi
vzγ , i = 1, 2 Gzγ

δ(x) = ∂γ(x)vzγ (3.5)

where the (covariant) translation vectors T zγ
i are given by

T zγ
i =

(

(∇Azγ ψzγ)i , (∇×Azγ)êi
)

. (3.6)

Here ê1 = (0, 1) and ê2 = (−1, 0). For a definite gauge function χ the gauge basis vectors
Gzγ

δ(x) in Eq. (3.5) are defined by the relation
∫

d2xGzγ
δ(x)χ(x) = Gzγ

χ (3.7)
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where

Gzγ
χ = (iχψzγ ,∇χ) . (3.8)

The vectors in Eq. (3.5) form an orthogonal basis for Tvzγ Mas. We have 〈Gzγ
δ(x), T

zγ
i 〉 = 0

and 〈T zγ
i , T zγ

j 〉 = δijan with

an = ‖T zγ
1 ‖22 = ‖T zγ

2 ‖22 =
1
2
‖∇A(n)ψ(n)‖22 + ‖∇ ×A(n)‖22 (3.9)

and, in addition

〈Gzγ
δ(x), G

zγ
δ(y)〉 = Kzγ(x, y) (3.10)

where Kzγ(x, y) is the integral kernel for the operator

Kzγ = −∆ + |ψzγ |2 . (3.11)

We note that Kzγ is self-adjoint and that Kzγ > 0.
We will see below that one of the main ingredients that enter into the proof of Theorem

A is the projection of Eq. (1.1), for each time t, on the tangent space Tvzγ Mas (where
z and γ depend on t in a sutible way). Denote Pv : TvX(n) → TvMas the projection on
the tangent space to Mas at the point vzγ . We are able to use the orthogonal basis of Eq.
(3.5) to obtain an explicit expression for Pvzγ . For any ζ ∈ Tvzγ X(n) we have

Pvzγ ζ =
∑

i=1,2

a−1
n T zγ

i 〈T zγ
i , ζ〉+

∫

d2x
∫

d2y Gzγ
δ(x)K

−1
zγ (x, y)〈Gzγ

δ(y), ζ〉 . (3.12)

In particular, if v(t) = vz(t)γ(t) is a path in Mas, depending on the time t, then we have

v̇zγ = Pv v̇zγ =
∑

i

(−żi)T
zγ
i + Gzγ

˙̃γ
(3.13)

with

˙̃γ = γ̇ −
∑

i

żiA
(n)
i (· − z) . (3.14)

In Eq. (3.13) and Eq. (3.14) we use the notation v̇zγ = ∂tvzγ , γ̇ = ∂tγ, ˙̃γ = ∂tγ̃ and
ż = ∂tz.

3.2 Local Sobolev spaces on the manifold of approximate solutions
In this subsection we define the notion of local Sobolev spaces on the manifold of

approximate solutions Mas. The introduction of this concept helps to facilitate many of
the estimates in this work and is based on the observation that certain estimates are not
uniform on Mas but depend on the point v ∈ Mas. More specifically, at the point vzγ the
constants appearing in the estimates depend on the gauge function γ.
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As an example for the motivation for the definition of local Sobolev spaces on Mas we
give an estimate which is used below in the proof of Lemma B. Consider vectors (ξ, F ) ∈
Tvzγ X(n) with the component ξ transforming covariantly under gauge transformations and
F gauge invariant. Let ζ = (ξ, F ) be such a vector and let Gγζ be the action of (an
appropriate unitary representation of) an element Gγ of the gauge group on ζ. We have
Gγζ = ζ ′ where ζ ′ = (ξ′, F ′) = (eiγξ, F ). Construct a vector ζv = (0, Im(ξ∇Aξ)) where ξ
is the first component of ζ. Then ζv ∈ Tvzγ X(n) has the desired transformation properties
under the action of the gauge group. Suppose that we want to estimate the H−s (s > 0)
norm of ζv. we have

‖ζv‖H−s = ‖ξ∇Aξ‖H−s = ‖ξ∇ξ − iA|ξ|2‖H−s ≤ ‖ξ∇ξ‖H−s + ‖A|ξ|2‖H−s . (3.15)

For the first term on the r.h.s. of Eq. (3.15) we have the estimate

‖ξ∇ξ‖H−s = sup
‖η‖Hs≤1

|〈η, ξ∇ξ〉| = sup
‖η‖Hs≤1

|〈ηξ,∇ξ〉| ≤ sup
‖η‖Hs≤1

‖ηξ‖2‖∇ξ‖2

≤ sup
‖η‖Hs≤1

‖η‖p‖ξ‖q‖ξ‖H1 ≤ ‖ξ‖2H1 .
(3.16)

where 1/2 = 1/p + 1/q and q is large enough so that Hs ⊂ Lp. In order to estimate the
second term on the r.h.s. of Eq. (3.15) we recall that at vzγ we have Azγ = A(n)(·−z)+∇γ
and so

‖A|ξ|2‖H−s = ‖(A(n)(· − z) +∇γ)|ξ|2‖H−s ≤ ‖A(n)‖∞‖ξ‖22 + ‖∇γ|ξ|2‖H−s . (3.17)

For the second term on the r.h.s. of Eq. (3.17) we have the estimate

‖∇γ|ξ|2‖H−s = sup
‖η‖Hs≤1

|〈η,∇γ|ξ|2〉| = sup
‖η‖Hs≤1

|〈η|ξ|2,∇γ〉| ≤ sup
‖η‖Hs≤1

‖η|ξ|2‖2‖∇γ‖2

≤ sup
‖η‖Hs≤1

‖η‖p‖ξ2‖q‖γ‖H1 ≤ ‖ξ‖22q‖γ‖H1 ≤ ‖ξ‖2H1‖γ‖H1

(3.18)
where again 1/2 = 1/q+1/p and q is large enough so that Hs ⊂ Lp. Using Eq. (3.16)-(3.18)
we obtain

‖ζv‖H−s ≤ Cγ‖ζv‖2H1 (3.19)

where

Cγ = C(1 + ‖γ‖H1) (3.20)

we see that this estimate is not uniform on Mas but depends on the gauge function γ.
In order to simplify estimates of the type considered here we define the notion of local

Sobolev spaces on Mas. With a point vzγ ∈ Mas, and for any real s, we associate a local
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Sobolev space Hs
vzγ

such that, given ζ = (ξ, F ) ∈ Tvzγ X(n) with the gauge transformation
properties described above, its Hs

vzγ
norm is defined to be

‖ζ‖Hs
vzγ

≡ ‖G−γζ‖Hs . (3.21)

The definition of Hs
vzγ

preserves all of the properties of Sobolev spaces. In particular, the
Sobolev embedding theorems are all valid for the local Sobolev spaces. Note also that
Lp

vzγ
= Lp for all p.
Suppose we want to obtain an estimate for the vector ζv = (0, Im(ξ∇Aξ)) in the local

H−s
vzγ

(s > 0) norm. We have

‖ζv‖H−s
vzγ

= ‖ξ∇Aξ‖H−s = ‖(e−iγξ)(e−iγ∇Aξ)‖H−s = ‖ξ′∇A(n)ξ′‖H−s (3.22)

where ξ′ = e−iγξ. Repeating the sequence of estimates in Eq. (3.16)-(3.18) for the r.h.s.
of Eq. (3.22) we find that

‖ξ′∇A(n)ξ′‖H−s ≤ C‖ξ′‖2H1 = C‖e−iγξ‖2H1 = C‖ξ‖2H1
vzγ

(3.23)

with C = 1+‖A(n)‖∞, a constant independent of γ. Thus we arrive at the (local) estimate

‖ζv‖H−s
vzγ

≤ C‖ζv‖2H1
vzγ

(3.24)

which has the same form as Eq. (3.19). The emphasis is on the fact that the constant C
here does not depend on γ.

In accord with the discussion here most of the estimates involved in the proof of the
main theorem of this work are performed using the local Sobolev spaces Hs

vzγ
.

3.3 Proof of Theorem A

The strategy for the proof of Theorem A is as follows: Given ε > 0 small enough we
show that there exists a neighborhood of Mas such that, if the initial data u0 for Eq. (1.1)
is in this neighborhood, then the distance of the solution u(t) from Mas can be controlled
for all times t ≥ 0. For such a solution we define in a sutible way a projection on Mas so
as to obtain, for each t ≥ 0 a unique point v(t) = v(u(t)) ∈ Mas corresponding to u(t). We
think of u(t) as inducing a (uniquely defined) trajectory on Mas, traced by v(t). We then
obtain effective equations of motion for the point v(t) in terms of the parametrization of
Mas by the translation parameters z and the gauge function γ, i.e, we obtain equations of
motion for these parameters and prove their accuracy to order ε2 for all t ≥ 0. The process
is considered as a reduction of the problem of the analysis of the dynamics generated by
Eq. (1.1) to a dynamical problem consisting of a small number (in a sense) of degrees of
freedom, providing an effective overall behavior of the original system.

As mentioned above, the proof of Theorem A consists of several steps:

Step 1- Decomposition

11



the first step in the proof is to establish the validity an appropriate decomposition for
any u ∈ X(n) which is close enough to Mas:

Proposition A (decomposition): Define a neighborhood Uδ ⊂ X(n) of Mas in X(n)

as follows

Uδ = {u | u ∈ X(n) and ∃(z, γ) ∈ Σ, ‖u− vzγ‖X(n) < δ} . (3.25)

Then there exist δ > 0 and a C1 map Mdec : Uδ 7→ Σ such that, if we denote v(u) =
β(Mdec(u)) for u ∈ Uδ (where β(z, γ) = vzγ ; the parametrization mapping for Mas), we
have u− v(u) ∈ H1(R2;C ×R2) and

Pv(u)(u− v(u)) = 0 . (3.26)

Proof:
Given the expression in Eq. (3.12) for the projection operator Pvzγ we see that con-

dition (3.26) is equivalent to the following conditions

〈T zγ
i , (u− vzγ)〉 = 0, i = 1, 2 〈Gzγ

δ(x)
, (u− vz,γ)〉 = 0 . (3.27)

Define a function g : Uδ × Σ → R2 × L2(R2) by

g(u; z, γ) = (〈T zγ
i , (u− vzγ)〉, 〈Gzγ

δ(x)
, (u− vzγ)〉) . (3.28)

It is obvious that g(vσ; σ) = 0. Taking the Fréchet derivative we obtain a map Dσg(vσ; σ) :
TσΣ 7→ R2 × L2(R2)

Dσg(vσ; σ) = −(〈T σ
i , Dσvσ〉, 〈Gσ

δ(x)
, Dσvσ 〉) . (3.29)

Using the basis of TσΣ given in Eq. (3.4) we can express Eq. (3.28) as a transformation on
the coordinate vector in that basis. We then obtain a matrix representation [Dσg(vσ; σ)]R
of Dσg(vσ; σ) with

[Dσg(vσ;σ)]R : R2 ×H2(R2; R) 7→ R2 × L2(R2)

and

[Dσg(vσ; σ)]R = diag{−an,−an,Kσ} . (3.30)

Since Kσ is invertible we find that [Dσg(vσ; σ)]R is invertible (hence also Dσg(vσ;σ)). The
implicit function theorem then implies that for any vσ ∈ Mas there is a unique C1 map Mdec

from BX(n)(vσ; δ), a ball in X(n) of size δ centered at vσ, to Σ such that, for σ = Mdec(u),
Eq. (3.27) and hence Eq. (3.26) are satisfied. We note that ‖K−1

σ ‖L2→H2 is uniformly
bounded on Mas and also that Dσg(u; σ) and D2

σg(u;σ) contain only covariant derivatives
of T σ

i and Gσ
δ(x)

. We therefore find that the coordinate transformation representations

[Dσg(u; σ)]R : X(n) × (R2 ×H2(R2;R)) 7→ R2 × L2(R2)
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and

[D2
σg(u;σ)]R : X(n) × (R2 ×H2(R2;R))× (R2 ×H2(R2; R)) 7→ R2 × L2(R2)

are uniformly bounded in σ for all balls BX(n)(vσ; δ0), where δ0 is independent of σ.
Thus, we can choose δ independent of the point vσ and the existence of an appropriate
neighborhood Uδ is established.

Consider a solution u(t) of Eq. (1.1) which, for a time interval t ∈ [0, Tδ] satisfies
u(t) ∈ Uδ. Proposition A then implies that for such a solution it is possible to find, for
each t ∈ [0, Tδ] a unique point v(u(t)) ∈ Mas such that the condition in Eq. (3.26) holds.
If we denote ζv(t) = u(t)−v(u(t)) then ζ(t) ∈ X(n) and we obtain a unique decomposition

u(t) = v(u(t)) + ζv(t) (3.31)

with

Pv(u(t))ζv(t) = 0 . (3.32)

For the sake of bravity we omit in the sequel from our notation the time t and all indications
for the procedure of obtaining the point v(u(t)) when given a solution u(t). Thus we write,
unless a temporary need arises to restore the full notation, u(t), v(u(t)) and ζv(t) as u, v
and ζv respectively. Eq. (3.31) will then be written in short as u = v + ζv, Eq. (3.32) will
be written Pvζv = 0, etc.

Step 2- Effective dynamics equations

Once the existence of the decomposition, Eq. (3.31)-(3.32), is established, we can
project Eq. (1.1) on the tangent space to Mas in order to obtain the effective equations of
motion. Applying the projection Pv to Eq. (1.12) we get

Pvu̇ = −PvE ′ε(u) . (3.33)

Making use of the decomposition in Eq. (3.31) we obtain

Pv v̇ = −PvE ′ε(u)− Pv ζ̇v . (3.34)

We expand in a Taylor series the Fréchet derivative of the energy functional

E ′ε(u) = E ′ε(v) + Lε;vζv + Nv(ζv) (3.35)

where Lε;v ≡ E ′′ε (v) and Nv(ζv) is the non-linear term defined by Nv(ζv) = E ′ε(u)−E ′ε(v)−
Lε;vζv. Inserting Eq. (3.35) into Eq. (3.34) we get

Pv v̇ = −Pv(E ′ε(v) + Lε;vζv + Nv(ζv))− Pv ζ̇v . (3.36)

Note further that Pv v̇ = v̇ (since v̇ ∈ TvMas) and hence
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v̇ + PvE ′ε(v) = −PvLε;vζv − PvNv(ζv)− Pv ζ̇v . (3.37)

The last term on the r.h.s. of Eq. (3.37) can be written in a more convenient form by
using Eq. (3.32). We have

0 = ∂t(Pvζv) = Ṗvζv + Pv ζ̇v

and so

Pv ζ̇v = −Ṗvζv . (3.38)

Inserting Eq. (3.38) into Eq. (3.37) we obtain

v̇ + PvE ′ε(v) = −PvLε;vζv − PvNv(ζv) + Ṗvζv . (3.39)

Eq. (3.39) is the starting point for the derivation of the effective dynamics on the manifold
Mas induced by the gradient flow equations.

We begin by estimating Eq. (3.39)

Proposition B: Suppose that a solution u of Eq. (1.1) satisfy the condition that
u(t) ∈ Uδ for t ∈ [0, Tδ], where Uδ ⊂ X(n) is the neighborhood of Mas given by Proposition
A. For such u the decomposition u = v + ζv is valid and we have the following estimate
for t ∈ [0, Tδ]

‖v̇σ +PvσE ′ε(vσ)‖H−s
vσ
≤ C[ε‖ζvσ‖H1

vσ
+‖ζvσ‖2H1

vσ
+‖ζvσ‖3H1

vσ
+(|ż|+‖ ˙̃γ‖2)‖ζvσ‖H1

vσ
] (3.40)

for some C > 0.

Proof:
A first estimate of Eq. (3.39) gives

‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ
≤ ‖PvσLε;vσζvσ‖H−s

vσ
+ ‖PvσNvσ (ζvσ )‖H−s

vσ
+ ‖Ṗvσζvσ‖H−s

vσ
. (3.41)

The proposition is a result of Lemma A, Lemma B and Lemma C below, which provide
estimates on the terms on the r.h.s. of Eq. (3.41):

Lemma A (approximate zero modes property): There exists a constant C > 0 such
that, for all v ∈ Mas and any vector ζ ∈ TvX(n), we have

‖PvLv;εζ‖2 ≤ εC‖ζ‖2 (3.42)

where ε is the potential strength parameter appearing in Eq. (1.1).

Lemma A is proved in Subsection 5.2. This lemma provides a bound on the first term
on the r.h.s. of Eq. (3.41) (since L2 = L2

vzγ
). A straightforward technical calculation
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provides an estimate for the middle term on the r.h.s of Eq. (3.41). This is also done in
Subsection 5.2, where we obtain the following result:

Lemma B: For ζ ∈ TvX(n) and s > 0 we have

‖PvσNvσ (ζ)‖H−s
vσ
≤ C( ‖ζ‖2H1

vσ
+ ‖ζ‖3H1

vσ
) . (3.43)

An estimate of the last term on the r.h.s. of Eq. (3.42) is given in Lemma C, proved
in Subsection 5.1:

Lemma C: For ζvσ ∈ TvσX(n) satisfying Pvσζvσ = 0 we have

‖Ṗvσζvσ‖2 ≤ C(|ż|+ ‖ ˙̃γ‖2)‖ζvσ‖H1
vσ

(3.44)

where ˙̃γ is given in Eq. (3.14).

insertion of the inequalities, Eq. (3.42)-(3.44) into Eq. (3.41) completes the proof of
proposition B.

Step 3- A bound on the error term

Given the decomposition u = v + ζv, for a solution u satisfying the conditions of
Proposition A, we show that the remainder term ζv is of order ε for all times t > 0, where
ε is the potential strength parameter (this result also justifies the assumption that the
decomposition implied by Proposition A exists for all times if the initial data u(0) satisfies
certain requirments which are specified below). The following proposition is the main step
in the proof of Theorem A:

Proposition C: Let u(t) be a solution of Eq. (1.1) with initial data u(0) = u0 =
(ψ0, A0). There exist constants ε0, c0, c > 0, with c0 and c depending only on ε0, such that,
for any 0 < ε < ε0, if u0 is chosen in such a way that there exists a point vz0γ0 ∈ Mas with
‖u0−vz0γ0‖X(n) ≤ c0ε, then Proposition A holds for u(t) for all t ≥ 0 and the decomposition
u(t) = vσ(t) + ζvσ (t) satisfies

‖ζvσ (t)‖X(n) ≤ c ε, t ≥ 0 (3.45)

and

‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ
≤ c ε2, t ≥ 0 . (3.46)

Proof: The central result underlying the proof of Theorem A is the linear stability
Theorem for the GL equations proved by S. Gustafson and I.M. Sigal [GS1]. This linear
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stability property corresponds to the coercivity of the Hessian. We start the proof of
proposition C by stating this theorem in a form convenient for our purposes.

Suppose that the manifold Mas corresponds to a vortex with index n, i.e., Mas =
M (n)

sym. An n-vortex is called stable if there exists some constant ν > 0 such that

L0;v |(TvMas)⊥≥ ν .

An n-vortex is called unstable if L0;v has a negative eigenvalue. We have

Linear Stability Theorem (S. Gustafson and I.M. Sigal):
(i) For all λ > 0 the vortex with n = ±1 is stable.
(ii) For λ < 1 a vortex with |n| ≥ 2 is stable.
(ii) For λ > 1 a vortex with |n| ≥ 2 is unstable.

In our work here we consider only stable vortices. Then L0;v |(TvMas)⊥ is a positive
operator. In this case, for any vector ζv ∈ TvX(n) such that Pvζv = 0, the linear stability
theorem implies that

〈ζv, L0;vζv〉 ≥ ν‖ζv‖2H1 (3.47)

for some constant ν > 0.
Introducing the potential W along with the potential strength parameter ε we have

the following corollary to the linear stability theorem:

Corollary A: For a vector ζv ∈ TvX(n) with Pvζv = 0 and for ε > 0 we have

〈ζv, Lε;vζv〉 ≥ ν‖ζv‖2H1 . (3.48)

Proof: We calculate

〈ζv, Lε;vζv〉 = 〈ζv, (L0;v + εW )ζv〉 = 〈ζv, L0;vζv〉+ ε〈ζv,Wζv〉 ≥ 〈ζv, L0;vζv〉 ≥ ν‖ζv‖2H1

since the term containing the potential W is positive.

The following result, which we use below, is also an immediate corollary of the linear
stability theorem

Corollary B: For a vector ζvσ ∈ TvσX(n) satisfying Pvσζvσ = 0 and for ε > 0 we
have

〈ζvσ , Lε;vσζvσ 〉 ≥ ν‖ζvσ‖2H1
vσ

. (3.49)
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Proof: It is easy to check that the application of the gauge transformation G−γ to
the projection Pvzγ yields G−γPvzγ G∗−γ = G−γPvzγ Gγ = Pvz0 . This implies that

0 = G−γPvσζvσ = G−γPvσG∗−γG−γζvσ = Pvz0ζvz0 (3.50)

where ζvz0 = G−γζvσ . In addition we have G−γLε;vσ = Lε;vz0G−γ . Therefore, we obtain

〈ζvσ , Lε;vσζvσ 〉 = 〈G−γζvσ , G−γLε;vσζvσ 〉
= 〈ζvz0 , Lε;vz0ζvz0〉 ≥ ν‖ζvz0‖2H1 = ν‖G−γζvσ‖2H1 = ν‖ζvσ‖2H1

vσ
.

(3.51)

In the proof of proposition C we make use of the dominating linear stability properties
mentioned above by analyzing the time evolution and providing an upper bound on the
quantity 〈ζv, Lε;vζv〉. Corollary A of the linear stability theorem then ensures that this
yields a bound on the error term ζv.

In Section 4 we prove the following proposition:

Proposition D: Let u be a solution of Eq. (1.1) satisfying the assumption of Propo-
sition B above and let u = v + ζv be the decomposition implied by Proposition A. Then, for
t ∈ [0, Tδ], there exist constants ν′, C1, C2, C3 > 0 such that

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −1

2
ν′〈ζvσ , Lε;vσζvσ 〉

+
{

− C1 + C2‖ζvσ‖H1
vσ

[

(2 + ‖ζvσ‖H1
vσ

)(1 + ε + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

)− 1
]}

‖ζvσ‖2H2
vσ

+εC3(1 + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ‖ζvσ‖H1
vσ

+ ‖ζvσ‖2H1
vσ

)‖ζvσ‖H1
vσ

.
(3.52)

Assume that there exists a maximum time T1 such that

‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ
≤ ε, t ∈ [0, T1] . (3.53)

By Eq. (3.52) and Eq. (3.53) we have in this time interval

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤

{

−C1 + C2‖ζvσ‖H1
vσ

[

(2 + ‖ζvσ‖H1
vσ

)(1 + 2ε)− 1
]

}

‖ζvσ‖2H2
vσ

+ εC3(1 + ε + ‖ζvσ‖H1
vσ

+ ‖ζvσ‖2H1
vσ

)‖ζvσ‖H1
vσ
− 1

2
ν′〈ζvσ , Lε;vσζvσ 〉 .

(3.54)

Let δ > 0 be such that the decomposition u = vσ(u) + ζvσ implied by Proposition A holds
for any u ∈ Uδ ⊂ X(n) (see Eq. (3.25) for the definition of Uδ). The existence of such a δ
is guaranteed by Proposition A. Suppose that there exists a maximum time T2 such that
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‖ζvσ‖H1
vσ
≤ min

{

1,
C1

10C2
, δ

}

, t ∈ [0, T2] . (3.55)

Set τ = min{T1, T2}. Then for t ∈ [0, τ ] we have, for some C̃, C > 0,

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −1

2
ν′〈ζvσ , Lε;vσζvσ 〉 −

C1

2
‖ζvσ‖2H2

vσ
+ ε

C
2
‖ζvσ‖H1

vσ
. (3.56)

Dropping the negative definite second term on the r.h.s. of Eq. (3.56) and using Corollary
B of the linear stability theorem we get

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −1

2
ν′〈ζvσ , Lε;vσζvσ 〉+ ε

α
2
〈ζvσ , Lε;vσζvσ 〉1/2 (3.57)

where α > 0. Set 〈ζvσ (t), Lε;vσ(t)ζvσ (t)〉 = f2(t), then Eq. (3.57) reads

d
dt

f ≤ −ν′f + εα . (3.58)

Let g(t) be a solution of Eq. (3.58) with an equality sign and initial condition g(0) =
f(0) = 〈ζvσ (0), Lε;vσ(0)ζvσ (0)〉1/2 i.e.,

d
dt

g = −ν′g + εα .

We get

g(t) = f(0)e−ν′t +
εα
ν′

(1− e−ν′t) ≤ f(0) +
εα
ν′

.

With the help of Lemma F, stated in Section 4, we observe that

f2(0) = 〈ζvσ (0), Lε;vσ(0)ζvσ (0)〉 = 〈ζvσ (0), P vσ (0)Lε;vσ(0)ζvσ (0)〉
≤ ‖ζvσ (0)‖H1

vσ(0)
‖P vσ(0)Lε;vσ(0)ζvσ (0)‖H−1

vσ(0)
≤ C‖ζvσ (0)‖2H1

vσ(0)
≤ C ′‖ζvσ (0)‖2H1 .

The validity of the last inequality stems from the fact that vσ(0) is some fixed point on
Mas and we can estimate the gauge function there.

Now, Proposition A guarantees the existence of a neighborhood Uδ of Mas in which the
decomposition property holds. Take u(0) to be an initial data for Eq. (1.1) with u(0) ∈ Uδ.
Then we have ζvσ (0) = u(0) − v(u(0)) with Pv(u(0))ζvσ (0) = 0. Assume furthermore that
u(0) is chosen to satisfy the condition that there exists a point vz0γ0 = vσ0 ∈ Mas such
that ‖u(0) − vσ0‖X(n) = ‖u(0) − vσ0‖H1 ≤ c0ε for some constant c0 > 0. Under these
conditions we have

‖ζvσ (0)‖H1 ≤ ‖u(0)− vσ0‖H1 + ‖vσ0 − v(u(0))‖H1 ≤ c0ε + ‖vσ0 − v(u(0))‖H1 .
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Denoting u′ = vσ0 , the solution v(u′) satisfying the orthogonality condition, Eq. (3.26), is
simply v(u′) = u′. We need to show that for u′′ in the vicinity of u′ = vσ0 we have

‖v(u′)− v(u′′)‖H1 ≤ c′‖u′ − u′′‖H1 (3.59)

for some constant c′ > 0 which may depend only on ε, since then we would have ‖vσ0 −
v(u(0))‖H1 ≤ c′‖vσ0 −u(0)‖H1 ≤ c′c0ε. In order to see that Eq. (3.59) holds near u′ = vσ0

we first observe that by the implicit function argument in the proof of Proposition A we
have

0 = Du[g(u; Mdec(u))] = Dug(u;Mdec(u)) + DuMdec(u) Dσg(u;Mdec(u))

and hence

DuMdec(u) = −[Dσg(u; Mdec(u))]−1Dug(u; Mdec(u)) .

It follows that ‖DuMdec(vσ0)‖X(n)→R2×H2 ≤ C; since Eq. (3.30) (recall that Kσ is uni-
formly invertible on Mas) and the definition of g(u; σ) in Eq. (3.28) imply, respectively,
that the two mappings ‖ [Dσg(vσ0 ; σ0)]−1‖R2×L2→R2×H2 and ‖Dug(vσ0 ; σ0)‖X(n)→R2×L2

are uniformly bounded on Mas. This observation leads to the following bound

‖Duv(vσ0)‖X(n)→X(n) = ‖Du[β(Mdec(vσ0))] ‖X(n)→X(n)

≤ ‖ (Dσvσ)σ0‖R2×H2→X(n) ‖DuMdec(vσ0))‖X(n)→R2×H2 ≤ C

and we conclude that, for c0 = c0(ε) small enough, if ‖u(0)− vσ0‖H1 ≤ c0ε then f(0) ≤ cε
for some constant c = c(ε) > 0. Hence, in the time interval t ∈ [0, τ ], we have

‖ζv‖H1 ≤ ν−1〈ζv, Lε;vζv〉1/2 = ν−1f(t) ≤ ν−1g(t) ≤ Cε . (3.60)

In order to close the proof of Proposition C we need an estimate on the time derivatives ż
and ˙̃γ appearing in the last term on the r.h.s of Eq. (3.40). The following lemma is proved
in Subsection 5.1:

Lemma D: For s > 0 we have the following estimate for the parametric equations of
motion

|anż + ∂A
z Eε(vσ)|+ ‖ ˙̃γ‖H1−s ≤ C‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
(3.61)

where ˙̃γ is defined in Eq. (3.14).

Since ∂A
zi
Eε(vσ) = o(ε) (see Eq. (3.67) below) we get that for 0 < s < 1

|ż|+ ‖ ˙̃γ‖2 ≤ a−1
n (|anż + ∂A

z Eε(vσ)|+ |∂A
z Eε(vσ)|) + ‖ ˙̃γ‖H1−s ≤ C(‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
+ ε)

(3.62)
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then, under the assumption made in Eq. (3.53), we have

|ż|+ ‖ ˙̃γ‖2 ≤ εC, t ∈ [0, τ ] . (3.63)

Eq. (3.40), Eq. (3.60) and Eq. (3.63) then imply that for t ∈ [0, τ ] the following inequality
is valid

‖v̇σ +PvσE ′ε(vσ)‖H−s
vσ
≤ C[ε‖ζvσ‖H1

vσ
+‖ζvσ‖2H1

vσ
+‖ζvσ‖3H1

vσ
+(|ż|+‖ ˙̃γ‖2)‖ζvσ‖H1

vσ
] ≤ Cε2 .

(3.64)
The definition of τ implies that at t = τ at least one of the conditions, Eq. (3.53) or Eq.
(3.55), is no longer valid. However, we can choose ε0 in such a way that for 0 < ε < ε0 this
conclusion will stand in contradiction with the results, Eq. (3.60) and Eq. (3.64). Hence
τ = ∞ and the proof of Proposition C is complete.

Step 4 - Effective equations for the parameters

We derive the appropriate equations for the variables z and γ, parametrizing the
manifold Mas. Thus, solutions of Eq. (1.1) with an initial condition close enough to Mas

induce, up to a small, controlable error, an effective dynamics on Mas in terms of equations
of motion for the vortex center and gauge function in the presence of the potential W .

The effective equations of motion for the parameters z and γ̃ are derived using Eq.
(3.61) and proposition C. For γ̃ we have simply

‖ ˙̃γ‖H1−s ≤ Cε2 (3.65)

and for z we get

|anż + ∂A
z Eε(vσ)| ≤ Cε2 (3.66)

Since Eε(vσ) = Eint(vσ) = W (n)
int (z), where

W (n)
int (z) ≡ ε

∫

d2xW (x)|ψ(n)(x− z)|2 (3.67)

does not depend on the vector potential A, we get finally

|anż +∇zWint(z)| ≤ Cε2 (3.68)

This derivation of the parametric equations of motion completes the proof of Theorem A.

4. Proof of Proposition D

We calculate
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1
2
∂t〈ζv, Lε,vζv〉 = ∂t(Eε(u)− Eε(v)− 〈E ′ε(v), ζv〉 −Rv(ζv)) =

=〈E ′ε(u), u̇〉 − 〈E ′ε(v), v̇〉 − 〈E ′′ε (v)v̇, ζv〉 − 〈E ′ε(v), ζ̇v〉 − ∂t[Rv(ζv)] =

=〈E ′ε(u)− E ′ε(v), u̇〉 − 〈Lε,v v̇, ζv〉 − ∂t[Rv(ζv)] =

=− 〈E ′ε(u)− E ′ε(v), E ′ε(u)〉 − 〈Lε,v v̇, ζv〉 − ∂t[Rv(ζv)]

=− 〈E ′ε(u)− E ′ε(v), P vE ′ε(u)〉+ 〈E ′ε(v)− E ′ε(u), PvE ′ε(u)〉 − 〈Lε,v v̇, ζv〉 − ∂t[Rv(ζv)]

(4.1)

where the energy remainder term Rv(ζ) is given in Appendix A, Eq. (A.5). Next we define
the quantity Ṙv(ζv) by

∂t[Rv(ζv)] = Ṙv(ζv) + 〈Nv(ζv), ζ̇v〉 . (4.2)

Consider the equation of motion for the error term ζv. This equation is obtained by
projecting Eq. (1.12) on (TvMas)⊥. We have

ζ̇v = −P vE ′ε(u)− Ṗvζv . (4.3)

From Eq. (4.2) and Eq. (4.3) we get

∂t[Rv(ζv)] = Ṙv(ζv)− 〈Nv(ζv), P vE ′ε(u)〉 − 〈Nv(ζv), Ṗvζv〉 . (4.4)

Inserting Eq. (4.4) into Eq. (4.1) we obtain the following inequality

1
2
∂t〈ζv, Lε,vζv〉 = −〈Lε,vζv, P vE ′ε(u)〉 − 〈E ′ε(u)− E ′ε(v), PvE ′ε(u)〉

− 〈Lε,v v̇, ζv〉 − Ṙv(ζv) + 〈Nv(ζv), Ṗvζv〉 =

≤ −〈Lε,vζv, P vE ′ε(u)〉 − 〈E ′ε(u)− E ′ε(v), PvE ′ε(v)〉
− 〈Lε,v v̇, ζv〉 − Ṙv(ζv) + 〈Nv(ζv), Ṗvζv〉 =

= −〈P vLε,vζv, P vLε,vζv〉+ 〈Lε,vζv, P v(E ′ε(v) + Nv(ζv))〉
−〈Lε;vζv, v̇ + PvE ′ε(v)〉 − 〈Nv(ζv), PvE ′ε(v)〉 − Ṙv(ζv) + 〈Nv(ζv), Ṗvζv〉

(4.5)
and so

1
2
∂t〈ζv, Lε;vζv〉 ≤ −〈P vLε,vζv, P vLε,vζv〉+ |〈Lε,vζv, P v(E ′ε(v) + Nv(ζv))〉|

+ |〈Lε;vζv, v̇ + PvE ′ε(v)〉|+ |〈Nv(ζv), PvE ′ε(v)〉|+ |Ṙv(ζv)|+ |〈Nv(ζv), Ṗvζv〉|
(4.6)

In Subsection 5.2 we establish, via straightforward calculations, the validity of the following
estimates

Lemma E: For ζ ∈ TvX(n) we have
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‖Nvσ (ζ)‖2 ≤ C‖ζ‖H2
vσ

(‖ζ‖H1
vσ

+ ‖ζ‖2H1
vσ

) (4.7)

and

Lemma F: For ζ ∈ TvX(n) the following inequalities hold

‖P vσLε;vσζ‖H−1
vσ
≤ C‖ζ‖H1

vσ
, ‖P vσLε;vσζ‖2 ≤ C‖ζ‖H2

vσ
. (4.8)

Eq. (4.7), Eq. (4.8) and the easily obtainable inequality

‖E ′ε(vσ)‖H1
vσ

= ε‖Wψz0‖H1 ≤ εC (4.9)

result in the following estimates:

|〈P vσLε;vσζvσ , E ′ε(vσ)〉| ≤ ‖P vσLε,vσζvσ‖H−1
vσ
‖E ′ε(vσ)‖H1

vσ
≤ εC‖ζvσ‖H1

vσ
(4.10)

and

|〈P vσLε;vσζvσ , Nvσ (ζvσ )〉| ≤ ‖P vσLε;vσζvσ‖2‖Nvσ (ζvσ )‖2
≤ C‖ζvσ‖2H2

vσ
(‖ζvσ‖H1

vσ
+ ‖ζvσ‖2H1

vσ
) .

(4.11)

Furthermore, we have the two estimates

|〈Lε;vσζvσ , v̇σ + PvσE ′ε(vσ)〉| = |〈PvσLε;vσζvσ , v̇σ + PvσE ′ε(vσ)〉|
≤ ‖PvσLε;vσζvσ‖H1

vσ
‖v̇σ + PvσE ′ε(vσ)‖H−1

vσ
≤ εC‖ζvσ‖H1

vσ
‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ

(4.12)
(see the proof of Lemma A) and

|〈Nvσ (ζvσ ), PvσE ′ε(vσ)〉| ≤ ‖PvσNvσ (ζvσ )‖H−1
vσ
‖E ′ε(vσ)‖H1

vσ
≤ εC(‖ζvσ‖2H1

vσ
+ ‖ζvσ‖3H1

vσ
)

(4.13)
where in Eq. (4.13) use has been made of Eq. (4.9) and Lemma B.

In order to obtain a bound on the term Ṙv(ζv) we note that Eq. (4.2) implies

Ṙv(ζ) =
(

∂tRv(ζ)
)

ζ=const. = 〈v̇, ∂vRv(ζ)〉 (4.14)

hence, we have

|Ṙvσ (ζvσ )| = |〈v̇σ, ∂vσRvσ (ζvσ )〉|
≤ (‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
+ ‖PvσE ′ε(vσ)‖H−s

vσ
)‖∂vσRvσ (ζvσ )‖Hs

vσ
.

(4.15)
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The following estimate is proved in Subsection 5.2:

Lemma G: For any ζ ∈ TvσX we have

‖∂vσRvσ (ζ)‖H1
vσ
≤ C‖ζ‖2H2

vσ
‖ζ‖H1

vσ
. (4.16)

Lemma G and Eq. (4.9) then imply the following bound for 0 < s < 1

|Ṙvσ (ζvσ )| ≤ C(‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ε)‖ζvσ‖2H2
vσ
‖ζvσ‖H1

vσ
. (4.17)

With Eq. (4.10), (4.11), (4.12), (4.13) and (4.17) providing appropriate bounds on the
corresponding terms in Eq. (4.6) we get

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −〈P vσLε;vσζvσ , P vσLε;vσζvσ 〉

+ C(1 + ε + ‖ζvσ‖H1
vσ

+ ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

)‖ζvσ‖H1
vσ
‖ζvσ‖2H2

vσ

+ εC(1 + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ‖ζvσ‖H1
vσ

+ ‖ζvσ‖2H1
vσ

)‖ζvσ‖H1
vσ

+ |〈Nvσ (ζvσ ), Ṗvσζvσ 〉| .
(4.18)

We still need to estimate the last term on the r.h.s. of Eq. (4.18). Using Lemma C and
Eq. (3.62) we obtain

‖Ṗvσζvσ‖2 ≤ C(‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ε)‖ζvσ‖H1
vσ

. (4.19)

With the help of Lemma E and Eq. (4.19) we can provide the appropriate bound in the
form

|〈Nvσ (ζvσ ), Ṗvσζvσ 〉| ≤ ‖Nvσ (ζvσ )‖2‖Ṗvσζvσ‖2
≤ C(‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
+ ε)(1 + ‖ζvσ‖H1

vσ
)‖ζvσ‖H1

vσ
‖ζvσ‖2H2

vσ
.

(4.20)
Inserting the bound obtained in Eq. (4.20) into the r.h.s. of Eq. (4.18) we get

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −〈P vσLε;vσζvσ , P vσLε;vσζvσ 〉

+ C2
[

(2 + ‖ζvσ‖H1
vσ

)(1 + ε + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

)− 1
]

‖ζvσ‖H1
vσ
‖ζvσ‖2H2

vσ

+ εC3(1 + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ‖ζvσ‖H1
vσ

+ ‖ζvσ‖2H1
vσ

)‖ζvσ‖H1
vσ

.

(4.21)

The first term on the r.h.s. of Eq. (4.21) is handled by utilizing the linear stability
properties of the Ginzburg-Landau equations. The linear stability theorem is used in
Subsection 5.2 in the proof of the following Lemma

23



Lemma H: For ζv ∈ TvX(n) orthogonal to TvMas, that is for Pvζv = 0, we have

〈P vσLε;vσζvσ , P vσLε;vσζvσ 〉 ≥ 2C1‖ζvσ‖2H2
vσ

(4.22)

(the choice of the form of the constant here is purely for reasons of convenience).

We will also need an additional lemma which is also proved in Subsection 5.2:

Lemma I: For ζ ∈ TvX(n) with ζv ∈ (TvMas)⊥ we have

〈P vLε;vζv, P vLε;vζv〉 ≥ ν′〈ζv, Lε;vζv〉 . (4.23)

Eq. (4.21), Lemma H and Lemma I imply that

1
2
∂t〈ζvσ , Lε;vσζvσ 〉 ≤ −1

2
ν′〈ζvσ , Lε;vσζvσ 〉

+
{

−C1 + C2‖ζvσ‖H1
vσ

[

(2 + ‖ζvσ‖H1
vσ

)(1 + ε + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

)− 1
]

}

‖ζvσ‖2H2
vσ

+ εC3(1 + ‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

+ ‖ζvσ‖H1
vσ

+ ‖ζvσ‖2H1
vσ

)‖ζvσ‖H1
vσ

.
(4.24)

Eq. (4.24) is the statement of proposition D

5. Proofs of technical results

5.1 Proofs of Lemma C and Lemma D

Proof of Lemma C:

The starting point to the proof of Lemma C is the explicit expression for the projection
Pvσ given in Eq. (3.12). Taking the time derivative of Pvσ and applying the resulting
operator to a fixed vector ζ ∈ TvσX(n) satisfying the condition Pvσζ = 0 we get

Ṗvσζ = a−2
n

∑

i=1,2

Tσ
i ∂t〈T σ

i , ζ〉+
∫

d2xGσ
δ(x)K

−1
σ (x, y)∂t〈Gσ

δ(y), ζ〉 . (5.1)

Eq. (5.1) enable us to obtain the L2 norm of Ṗvζ

‖Ṗvσζ‖22 = a−2
n

∑

i=1,2

|〈∂tTσ
i , ζ〉|2

+
∫

d2x
∫

d2y ∂t〈Gσ
δ(x), ζ〉K

−1
σ (x, y)∂t〈Gσ

δ(y), ζ〉 .
(5.2)

Consider the first term on the r.h.s. of Eq. (5.2). The time derivative of Tσ
i is given

by
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∂tT σ
i = i ˙̃γ

(

(∇Aσψσ)i

0

)

+ Σj(−żj)(∇AσT σ
i )j (5.3)

where

(∇AσT σ
i )j =

(

(∇Aσ (∇Aσψσ)i)j
∂j(∇×Aσ)êi

)

. (5.4)

Thus we arrive at the following estimate

‖∂tTσ
i ‖2 ≤ ‖ ˙̃γ(∇Aσψσ)i‖2 + Σj |żj | ‖(∇AσT σ

i )j‖2
≤ ‖ ˙̃γ‖2‖(∇Aσψσ)i‖∞ + Σj |żj | ‖(∇AσTσ

i )j‖2
. (5.5)

The norms of the two vectors appearing on the r.h.s. of Eq. (5.5) are gauge and translation
invariant, hence they are constant at all points of Mas. We conclude that the following
inequality is valid

‖∂tTσ
i ‖2 ≤ C(‖ ˙̃γ‖2 + Σi|żi|) (5.6)

and so

|〈∂tT σ
i , ζ〉| ≤ ‖∂tTσ

i ‖2‖ζ‖2 ≤ C(‖ ˙̃γ‖2 +
∑

i

|żi| )‖G−γζ‖2

≤ C(‖ ˙̃γ‖2 +
∑

i

|żi| )‖G−γζ‖H1 = C(‖ ˙̃γ‖2 +
∑

i

|żi| )‖ζ‖H1
vσ

.
(5.7)

Consider now the second term on the r.h.s. of Eq. (5.2). Let ζ = (ξ, F ) ∈ TvX(n),
the time derivative ∂t〈Gσ

χ, ζ〉 is given by (note that ζ is a fixed vector)

∂t〈Gσ
χ, ζ〉 = ∂t〈

∫

d2xχ(x)Gσ
δ(x), ζ〉 =

∫

d2xχ(x)∂t〈Gσ
δ(x), ζ〉 =

= ∂t

∫

d2x (Im[χψσξ]−∇χF ) =
∫

d2xχ(x)Im[∂tψσξ](x)
(5.8)

hence

∂t〈Gσ
δ(x), ζ〉 = Im[∂tψσ(x)ξ(x)] . (5.9)

Now, K−1
σ are uniformly bounded on Mas as operators from H−1 to H1 (see [ST1]) and

we can estimate

∣

∣

∣

∣

∫

d2x
∫

d2y ∂t〈Gσ
δ(x), ζ〉K

−1
σ (x, y)∂t〈Gσ

δ(y), ζ〉
∣

∣

∣

∣

=
∣

∣(∂t〈Gσ
δ(x), ζ〉,K

−1
σ ∂t〈Gσ

δ(x), ζ〉)
∣

∣

≤ ‖∂t〈Gσ
δ(x), ζ〉‖H−1‖K−1

σ ∂t〈Gσ
δ(x), ζ〉)‖H1

≤ ‖K−1
σ ‖H−1→H1‖∂t〈Gσ

δ(x), ζ〉‖
2
H−1 = C‖Im[∂tψσξ]‖2H−1 ≤ C‖∂tψσξ‖2H−1

(5.10)
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were here again ζ = (ξ, F ). We want to estimate the r.h.s. of this inequality. We have

‖∂tψσξ‖H−1 = sup
‖α‖H1≤1

〈α, ∂tψσξ〉 ≤ sup
‖α‖H1≤1

‖αξ‖2‖∂tψσ‖2

≤ sup
‖α‖H1≤1

‖α‖4‖∂tψσ‖2‖ξ‖4 = C‖∂tψσ‖2‖ξ‖H1
vσ

.
(5.11)

Furthermore, if we use Eq. (3.13) to write explicitly the time derivative

∂tψσ = i ˙̃γψσ +
∑

i

(−żi)(∇Aσψσ)i (5.12)

we obtain the following bound on ‖∂tψσ‖2

‖∂tψσ‖2 ≤ ‖ ˙̃γ‖2 +
∑

i

|żi| ‖(∇Aσψσ)i‖2 ≤ C(‖ ˙̃γ‖2 +
∑

i

|żi|) (5.13)

where again we use the gauge invariance of ‖(∇Aσψσ)i‖2.
Thus we arrive at the result

‖Ṗvσζ‖2 ≤ C(‖ ˙̃γ‖2 +
∑

i

|żi| )‖ζ‖H1
vσ

. (5.14)

This completes the proof of Lemma C.

Proof of Lemma D:
Our goal is to prove the inequality

|anż + ∂A
z E ′ε(vσ)|+ ‖ ˙̃γ‖H1−s ≤ C‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
. (5.15)

Starting with ˙̃γ we have

〈Gσ
δ(x), v̇σ + PvσE ′ε(vσ)〉 = 〈Gσ

δ(x), v̇σ〉+ 〈Gσ
δ(x), PvσE ′ε(vσ)〉 = 〈Gσ

δ(x), v̇σ〉

= (−∆ + |ψσ(x)|2) ˙̃γ(x) = (Kσ ˙̃γ)(x)
(5.16)

since 〈Gzγ
δ(x), PvE ′ε(v)〉 = Im[ψ(εW (x)ψ)] = 0. We find the following expression for ˙̃γ

˙̃γ(x) =
∫

d2y K−1
σ (x, y)〈Gσ

δ(y), v̇σ + PvσE ′ε(vσ)〉 (5.17)

where,

〈Gσ
δ(y), v̇σ +PvσE ′ε(vσ)〉 =

{

Im[ψσ(v̇σ + PvσE ′ε(vσ))1]−∇ · (v̇σ + PvσE ′ε(vσ))2
}

(y) . (5.18)

Here(v̇σ +PvσE ′ε(vσ))1 is the first, complex scalar, component and (v̇σ +PvσE ′ε(vσ))2 is the
second, real vector component. Since K−1

σ is a bounded operator from H−1−s to H1−s

(uniformly in σ) we have
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‖ ˙̃γ‖H1−s = ‖K−1
σ 〈Gσ

δ(y), v̇σ +PvσE ′ε(vσ)〉‖H1−s ≤ C‖〈Gσ
δ(y), v̇σ +PvσE ′ε(vσ)〉‖H−1−s . (5.19)

However, using Eq. (5.18) we obtain

‖〈Gσ
δ(y), v̇σ + PvσE ′ε(vσ)〉‖H−1−s =

= ‖Im[ψz0e
−iγ(v̇σ + PvσE ′ε(vσ))1]−∇ · (v̇σ + PvσE ′ε(vσ))2‖H−1−s

≤ C‖v̇σ + PvσE ′ε(vσ)‖H−s
vσ

(5.20)

which is the desired bound. As for żi, we have

|anżi + ∂A
zi
Eε(vσ)| = |〈T σ

i , v̇σ + E ′ε(vσ)〉| ≤ ‖Tσ
i ‖Hs

vσ
‖v̇σ + PvσE ′ε(vσ)‖H−s

vσ
. (5.21)

Obviously ‖T σ
i ‖Hs

vσ
= ‖T z0

i ‖Hs < C. From the last estimate, together with Eq. (5.19)
and Eq. (5.20), follows Eq. (5.15).

5.2 Proof of auxiliary technical lemmas

Proof of Lemma A:

For any v ∈ Mas, the tangent space TvMas is spanned by zero eigenvectors of L0;v.
Hence, since Pv is a projection on TvMas we have

PvL0;v = L0;vPv = 0 . (5.22)

Furthermore, by assumption the potential W is bounded

sup
x∈R2

|W (x)| = C . (5.23)

Take any vector ζ = (ξ, F ) ∈ TvX(n). The above observation leads to the following
estimate

‖PvLε;vζ‖2 = ‖Pv(L0;v + εW )ζ‖2 ≤ ε‖Wζ‖2 ≤ εC‖ζ‖2 . (5.24)

Proof of Lemma B:
We set out to prove the following inequality

‖PvNv(ζ)‖H−s
vσ
≤ C[‖ζ‖2H1

vσ
+ ‖ζ‖3H1

vσ
] . (5.25)

The expression for Nv(ζ) is given in Appendix A, Eq. (A.3), where ζ = (ξ, F ). The
estimates of the terms in Nv(ζ) which do not include derivatives are straightforward. For
example, denoting Ñ1 = (0, 2Re(ψFξ)) we obtain
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‖Ñ1‖H−s
vσ

= 2‖Re(ψFξ)‖H−s
vσ
≤ 4‖Re(ψFξ)‖L2

vσ
= 4‖Re(ψFξ)‖2 ≤ C‖ζ‖24 ≤ C‖ζ‖2H1

vσ
.

(5.26)
The vector Ñ2 = (0, Im(ξ∇Aξ)) is an example for a term which is more difficult to estimate.
An estimate of this term is given in Subsection 3.2. The other problematic terms in Nv(ζ)
are estimated in the same manner.

Proof of Lemma E:

We want to prove the inequality

‖Nv(ζ)‖2 ≤ C‖ζ‖H2
vσ

(‖ζ‖H1
vσ

+ ‖ζ‖2H1
vσ

) (5.27)

Again the terms not containing any derivatives do not present any problems (see for
example Eq. (5.26)). For the vector Ñ2 = (0, Im(ξ∇Aσξ)) we have

‖Ñ2‖2 ≤ ‖ξ∇Aσξ‖2 ≤ ‖ξ′∇A(n)ξ′‖2 ≤ ‖ξ′‖∞‖∇A(n)ξ′‖2
≤ C‖ξ′‖H2‖ξ′‖H1 = C‖ξ‖H2

vσ
‖ξ‖H1

vσ

(5.28)

where ξ′ = e−iγξ. Other terms containing derivatives are estimated in a similar way.

Proof of Lemma F:

We want to prove the inequalities

‖P vσLε;vσζ‖2 ≤ C‖ζ‖H2
vσ

(5.29)

and
‖P vσLε;vσζ‖H−1

vσ
≤ C‖ζ‖H1

vσ
. (5.30)

Since Lε;vσ is a second order linear operator no difficulties arise and the two inequalities
are proved by strightforward calculations. We just note that

‖P vσLε;vσζ‖2 = ‖G−γP vσLε;vσζ‖2 = ‖P vz0Lε;vz0ζ
′‖2 (5.31)

and

‖P vσLε;vσζ‖H−1
vσ

= ‖G−γP vσLε;vσζ‖H−1 = ‖P vz0Lε;vz0ζ
′‖H−1 (5.32)

where ζ ′ = e−iγζ. Since the gauge function γ does not appear in the operators on the
r.h.s. of Eq. (5.31) and Eq. (5.32) one obtains by a straightforward calculation

‖P vz0Lε;vz0ζ
′‖2 ≤ C‖ζ ′‖H2 = ‖ζ‖H2

vσ

and

‖P vz0Lε;vz0ζ
′‖H−1 ≤ C‖ζ ′‖H1 = C‖ζ ′‖H1

vσ
.

28



Proof of Lemma G:
We want to prove the inequality

‖∂vσRvσ (ζ)‖H1
vσ
≤ ‖ζ‖2H2

vσ
‖ζ‖H1

vσ
.

By derivation of the expression for Rv(ζ) (Eq. (A.5)) we obtain, for ζ = (ξ, F )

∂vRv(ζ) =
(

(F 2 +
λ
2
|ξ|2)ξ , F |ξ|2

)

. (5.33)

We want to estimate the norm ‖∂vσRvσ (ζ)‖H1
vσ

. Note first that

G−γ∂vσRvσ (ζ) =
(

(F 2 +
λ
2
|ξ′|2)ξ′ , F |ξ′|2

)

= ∂vσRvσ (ζ ′)

where ξ′ = e−iγξ, ζ ′ = G−γζ. The estimate of the L2 norm (or L2
vσ

norm which is the
same) is straightforward and we get

‖∂vσRvσ (ζ)‖22 = ‖(F 2 +
λ
2
|ξ′|2)ξ′‖22 + ‖F |ξ′|2‖22 ≤ C‖ζ ′‖6H1 = C‖ζ‖6H1

vσ
.

Let F̃ = F1 + iF2 be the complexification of F . We have

‖∇(∂vRv(ζ ′))‖22 = ‖∇((|F̃ |2 +
λ
2
|ξ′|2)ξ′)‖22 + ‖∇(F̃ |ξ′|2)‖22 =

= ‖2Re[(∇F̃ )F̃ ]ξ′ + |F̃ |2(∇ξ′) + λ(∇ξ′)|ξ′|2 +
λ
2
(∇ξ′)ξ′2‖22

+ ‖(∇F̃ )|ξ′|2 + 2F̃ Re[ξ′∇ξ′]‖22 .

(5.34)

All the terms on the r.h.s. of Eq. (5.34) are handled in the same manner. For example:

‖(∇F̃ )F̃ ξ′)‖2 ≤ ‖F̃‖∞‖ξ′‖∞‖∇F̃‖2
≤ ‖F̃‖H2‖ξ′‖H2‖F̃‖H1 ≤ ‖ζ ′‖2H2‖ζ ′‖H1 = ‖ζ‖2H2

vσ
‖ζ‖H1

vσ
.

Proof of Lemma H:
First we use Eq. (5.22) and the linear stability theorem in order to arrive at the result

that for any ζv ∈ TvX(n) we have

‖L0;vζv‖22 = 〈L0;vζv, L0;vζv〉 = 〈L1/2
0;v ζv, L0;v L1/2

0;v ζv〉 = 〈L1/2
0;v ζv, P vL0;vP v L1/2

0;v ζv〉

= 〈P vL1/2
0;v ζv, L0;v P vL1/2

0;v ζv〉 ≥ ν‖P vL1/2
0;v ζv‖22 .

(5.35)
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In addition, using Eq. (5.22) again, we have

‖PvL1/2
0;v ζv‖22 = 〈PvL0;vL−1/2

0;v ζv, PvL1/2
0;v ζv〉 = 0 . (5.36)

From Eq. (5.35), Eq. (5.36) and the linear stability theorem we deduce that

〈L0;vζv, L0;vζv〉 ≥ ν〈ζv, L0;vζv〉 ≥ ν2‖ζv‖2H1 . (5.37)

We note that ‖(L0;v +∆)ζv‖2 ≤ C1‖ζv‖H1 + ‖∇∇Fv‖2, where ζv = (ξv, Fv). Furthermore,
since ζv ∈ (TvMas)⊥, it satisfies the gauge condition Im (ψvξv) − ∇Fv=0. We conclude
that L0,v + ∆ is a bounded operator from H1 to L2, i.e. ‖L0,v + ∆‖H1→L2 ≤ C1. we have

‖∆ζ‖22 = ‖(L0;v +∆)ζ −L0;vζ‖22 ≤ 2(‖(L0;v +∆)ζ‖22 + ‖L0;vζ‖22) ≤ 2(C1‖ζ‖2H1 + ‖L0;vζ‖22)

and so

1
2
‖∆ζ‖22 − C1‖ζ‖2H1 ≤ 〈L0;vζ, L0;vζ〉 .

Then, for any 0 < δ < 1 we have

〈L0,vζv, L0,vζv〉 = δ〈L0,vζv, L0,vζv〉+ (1− δ)〈L0,vζv, L0,vζv〉

≥ δ
2
‖∆ζv‖22 + [(1− δ)C2 − δC1]‖ζv‖2H1 .

(5.38)

Choosing δ small enough the second term on the r.h.s. of Eq. (5.38) is positive and we get

〈L0,vζv, L0,vζv〉 ≥ C‖ζv‖2H2 . (5.39)

In addition to this basic result we have

‖L0;vζv‖22 = ‖P vL0;vζv‖22 = ‖P v(Lε;vζv − εWζv)‖22 ≤ 2(‖P vLε;vζv‖22 + ε2‖W‖2∞‖ζv‖22)
(5.40)

which leads to

〈P vLε;vζv, P vLε;vζv〉 ≥
(

1
2
− ε2‖W‖2∞ν2

)

〈L0;vζ, L0;vζv〉 . (5.41)

The proof of Lemma H is completed by the following simple observation

〈P vLε;vζv, P vLε;vζv〉 = 〈G−γP vLε;vζv, G−γP vLε;vζv〉 = 〈P vz0Lε;vz0ζ
′
v, P vz0Lε;vz0ζ

′
v〉
(5.42)

where ζ ′v = G−γζv and we have Pvz0ζ
′
v = 0. Eq. (5.39), Eq. (5.41) and Eq. (5.42) imply

the desired result.

Proof of Lemma I:
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The inequality in Lemma I, Eq. (4.23), follows from Eq. (5.37), Eq. (5.41) and the
following simple estimate

〈ζv, Lε;vζv〉 = 〈ζv, L0;vζv〉+ ε〈ζv,Wζv〉 ≤ 〈ζv, L0;vζv〉+ ε‖W‖∞‖ζv‖22
≤ (1 + ε‖W‖∞ν)〈ζv, L0;vζv〉 .

(5.43)

Appendix A - Taylor expansions of Eε(u) and E ′ε(u):

In the proof of Theorem A above we frequently refer to the Taylor expansion of E ′ε(u)

E ′ε(u) = E ′ε(v) + Lε;vζ + Nε;v(ζ) (A.1)

A strightforward calculation provides us with explicit expressions for the linear and non-
linear terms in ζ. Denoting ζ = (ξ, F ), we have

Lε;uζ =





[−∆A + λ
2 (2|ψ|2 − 1)]ξ + λ

2 ψ2ξ + i[2∇Aψ + ψ∇]F + εWξ

Im([∇Aψ − ψ∇A]ξ) + (−∆ +∇∇+ |ψ|2)F



 (A.2)

and

Nv(ζ) = Nψ,A(ζ) =





i(2∇Aξ + ξ∇)F + F 2ψ + F 2ξ + λ
2 (ψξ2 + 2|ξ|2ψ + |ξ|2ξ)

2Re(ψFξ)− Im(ξ∇Aξ) + F |ξ|2



 .

(A.3)
In addition we refer at several points to the Taylor expansion of the energy functional
E ′ε(u). Letting u = v + ζ we have

Eε(u) = Eε(v) + 〈ζ, E ′ε(v)〉+
1
2
〈ζ, Lε;vζ〉+ Rv(ζ) (A.4)

where Lε;v is given in Eq. (A.2) and the remainder Rv(ζ) (containing all terms which are
higher then quadratic in ζ) is given by

Rv(ζ) =
∫ {

(F 2 +
λ
2
|ξ|2)Re [ξψ]− F · Im [ξ∇Aξ] +

1
2
(F 2|ξ|2 +

λ
4
|ξ|4)

}

d2x . (A.5)
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705-729 (2003).

[AS] Andre N. and Shafrir I.: Asymptotic behavior of minimizers for the Ginzburg-Landau
functional with weight. Arch. Rational Mech. Anal. 142, no. 1, 45-73 75-98 (1998).

[ASaSe] Aftalion A. and Sandier E. and Serfaty S.: Pinning phenomena in the Ginzburg-
Landau model of superconductivity. J. Math. Pures Appl. (9) 80 no. 3 339-372
(2001).

[AH] Atiyah M. and Hitchin N.: The Geometry and Dynamics of Magnetic Monopoles.
Princeton University Press (1988).
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