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CHhPTEB II: GAMES IR EXTENSIVE FORM

Extensive Form of an n~Player Game

An n-plsyer game, I', in extensive form ccnsistz of the following.

A set ¥ =1{1,2,...,n} of players.

A finite tree (i.e., a connected graph with no cycles), T,
called the game tree.

A distinguished node of the tree (the root of the tree)},
referred to as the first move. A node of degree one (i.e.,
comnected by one edge only) and different from the root, is

called a terminel node. The set of all terminal nodes is

denoted £.

A partition, Po,Pl,...,Pn of the set of non-terminal nodes of

the- tree {where p° may be empty), called the player partition.

The neodes in PO are called chance moves and the nodes in P:L

sre called moves of player i, for i =1,2,...,a. The set of

non-terminal nodes, that is, the union of PO,PT,...P0, is

called the set of moves for the game.

For each node in Po, a probsbility distribution on the branches
out of it, which assigns a positive probability to each branch.
For each i € N, = partition Ui,U;, ,Uii of Pi (where

i

Uj is ealled the j-th information set of piayer i), such that

for each Jj &€ {1,2,...,%},

(a) =211 nodes in U have the same number of outgeing branches

J
and there is a one-to-one correspondence between the sets
. - o ' i
of outgoing branches of different nodes in Uj’ and
i
(h) each path from the root to a terminal node can cross Uj

at most once.
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(vii) For each terminal node, %, an n-dimensional vector of real
numbers , (fl(t),...,fn(t)) called the payoff vector for t.
Each of the players of the geme knows (i) - {vii).

One can imagine this n-player game as being played in the following
mapner. Each player has s number of agents, one for each of his information
sets. The agents are isolated from each other and each knows the rules of
‘the game, (i}-(vii).

A play of the game begins at the first move, Suppose the play has
progressed to the move e. If e is a move of Player 1, then the agent
whose information set contains e chooses one of the‘branches going out
of e, kpnowing only that he is choosing a branch.at-one of the moves in
his information set. If e is & chance move, then a branch out of e is
chosen according to the probabilities specified for the node e, by (v).
(Note that the probability distribution st e is independent of the
distributions at the other chance moves.) In this manner a unique, finite

path is comstructed from the first move to some terminal node, t. At t,

player 1 receives the payoff £ (t) for i = 1,2,...,n.
Examples:
(i) Matching pennies.
N = {1,2}

First move = g

{Moves} = {a,b,c}

p’ = g

Ly
I

= {a}, Ui = {a}
Head Tail Head Tail

P~ = {b,cl, Ui = {b,c}

&

(l,"l) (-191) (-lsl) (lg-l)



(1,0,1)  (1,-1.0) (2,1,1)  (1,2,1) {0,2,1) (3,1,1) (51,20 (0,2, (1,2,0) {1,-1,1} -

¥ = {1,2,3} , First move = & , {Moves} = {2,b,c,d,e,f,g}

a

PP=g , B =leer} , U7={a} , UF={eg} ,
P’ = {a.g} , U ={dgl , Po={b,c} , U =(v,e}

At his second information set, Ué,

choice was at Ui. Sc player 1 coansists of two agents, one for each of

player 1 does not recall what his

his information sets, and these agents do not commricate.

2. Pure Strategies

2.1 XNotation
For each information set U;, let 7% be the number of branches
geing out of each node in Ul, and number these branches from one through

i . - .
Yj such that the cne-to-one correspondence betwesn <he sets of branches
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for different nodes in U; is preserved. Let C(U;) = {1,2,---,T3}=

which is the set of choices availsble to player i at any move in U?.
Iet It = {Ui,...,Uii}, the set of information sets for player i; from
now on, we will simplify notation by using U* to denote a generic ele-

ment of Ii.

2.2 Definition. A pure strategy for player i is a kl-tuple,

o = (a-{U")) . i vhere Gl(Ul) = C(Ul) for all Ui e Ii. That is, ot
(=1 .
specifies, for each information set, Ul, of player 1, a choice for player

i at that informatior set.

i} = I c{u'}, the set of pure strategies

2.3 Notation. Let I~ = {g
U%Efl

for player i. Let f = El x e X En.

2.4 Definition. For an n-tuple of pure strategies,

g = (Ul,...,an) € I, the expected payoff to player 1, hl(c), is defined by

n*(e) = J p (0)ei(e)
ten

where Pc(t) is the probability that a play of the game ends at the ter-

n
minal node +t, when the players use strategies cl,...,a . So that

pc(t) # 0 only if, for each i € {1,...,n} and for each node of player i
cn the path from the root to &, cl dictates that player i sheould choose
the branch, at that node, which is along the path from the root te t. When

pg(t) # 0 it is =squal to the product of the probabilities, at each chance

move along the path, of choosing the branch which is along the path. The

i

function nt: I % ... X Zn + M is called the payoff function for player 1.
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2.5 Remark. The reason why we ccnsider expected payoffs is that
a1l payoffs to player i are assumed to be in units of a von Neumamn-

Morgenstern utility for player 1.

3. Normal Form
The normal form of I is specified as follows.
(i) There are n players.
{(ii} The pure strategy sets are El,...,zn.

. . 1
(i1i) The payoff functions are h—,...,h".

3.1 Remark. In Section 2, we ;howed how to derive the normal form
from the extensive form. Conversely, each n-person game given in normal
form can be described irn extensive form as follows. Starting with the root
as the single node of player 1, there are as many branches out of this
node as there are strategies for player 1. The erd-points of these branches
are the nodes for player 2 and these nodes are in the single information
set of player 2. BEach of these nodes has as many outgoing branches as
there are strategies for player 2.

The tree is continued in this manner, with the nodes of player k + 1
being the end-points of the branches going out of the nodes of player k,
and the nodes of each player are in one information set, with as many out-
going branches as there are strategies for the player. The branches out
of the nodes of player n lead to terminsl nodes, where the payoff at a
terminal node is the payoff corresponding to the strategy choices, of the

rlayers, made along the unigue path from the root to the terminal node.
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3.2 Example. Noémal form of 2 two player zero-sum geme, T,

2
1 Y

o 1 2 1

B8 0 1 2

Entries in the table are payoffs to player 1J.

A strategically equivalent extensive form of T.

B
{T\\\\\x\\\\i\\/\l@f\
(1,~1) {(2,-2) (1,-1) {0,0) {(1,-1) (2,-2)

3.3 Remark. To each game in extensive form, there is essentially
{up to one-to-one correspondence), a unigque rnormail form representation,

whereas there zre many different games with the same normal form.

b, Mixed Strategies

L.1 Definition. The set of mixed strategies for player i is

X = {x* = (x*(e%)) i 4% (07 >0, ror an1 olezt, ¥ i(ol) =11 |
cer - et

the set of probebility distributions on player 1i's set of pure strategies,

So that in playing a mixed strategy, x= = (x (o))

i» Player 1 chooses
gtert

the pure strategy Ui with probability xl(ci). Let X = X x N
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4.2 Definition. The {expected) payoff to player i, corresponding

to the mixed strategy n~tuple, x = (xl,...,xn) €X, is

g (x) = T x(o)u (o)
ocZ

n
where x(o) = I xj(cj) is the probability that the pure strategy a-tuple
J=1

l,...,crn) is played urnder x.

g=(d

4.3 Remark. Using Definition 2.4, an equivalent expression for

the expected. payoff czn be given as:

5 (x) = ? px(t)fi(t)
teQ

where px(t) = 3 x{o}pc(t) is the probability that a play of the game ends
ek
at t© +when the players play according to x = (xl,. . ,xn)

4.4 Remark. BSee Remark 2.5, which also applies here.

5. Equilibrium Point

5.1 Definition. A (mixed) strategy n-tuple x = (xl,.. LX) EX

is an equilibrium point for I if:

i, , 4 1
B (x[y") < B (x)
for all y €% and i=1,2,...,n, where

1 i i i+
x|y o= (x ,...,xl l,y ,xi l,...,xn)
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5.2 Theorem {Nash {1950}). Every (finite) n-person game has an

equilibrium point (in mixed strategies).

6. Games with Perfect Information

For a certain class of gemes, known as gammes with perfect information,

there is an equilibrium peint ia pure strategies.

6.1 Definition. A game, T, has perfect information if, for each

1 €K and each information set Ut e Il, we have ]Ui[ =1, i.e., each

information set consists of a single move.

The following special case of the more general result was proved by

Zermelo.

6.2 Theorem (Zermelo [1912]): 1In the game. of chess, either
(i) white can force a win, or
{ii) %black can force a win, or

(1ii} ©both players can force at least a draw.
Proof: See Aumann, Lectures on Game Theory [1975-T6], pp. 1-k.

Further examples of "chess-like" games can be found in Aumann's

lecture notes (pp. 5-T).

The genersl resuit for n-player games with perfect information is

the following.

6.3 Theorem (von Neumann, Kuhn [1953]). A game, T, with perfect

Information has an equilibrium soint in pure strategies.
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Proof. The proof is by induction on the number cZ moves in the
geme. Suppose the number of moves is one. Then if the move is a2 chance
move, the strategy sets are all empty and the theorem is vacuously true;
whereas if the move is a move of player 1, then to obtain == equilibrium
strategy, player 1 should choose the branch which leads to = terminal
node with the maximum payoff for him. Thus, the theorem is true when T
has one move.

Suppose the theorem is true for any game with perfect Iinformation
and with M moves or less (some M > 1). Let T be a game with perfect
information and with M + 1 moves. Let T be the game tree for P; let
r be the root of T, let k be the number of branches goinz out of r,
and number these branches from 1 through k. The node at the end of the
j~th branch from r 1is the root of a sub-tree, T(jl’ of T, vhere T(j)

is the tree for a sub-game, F(J)’ of I, because T has perZzct informa-

tion (i.e., since each information set is a single nede, it Iz included in

one of the T(j)'s). For each o € Zl, let U?J) be the restriction of
o' +to the information sets in F(j)’ let 2?3} = {ctj)} and let
h?J)(c(J)) be the expected payoff to playsr i in F(J)’ w=2n the players

play acecrding to the strategy n-tuple U(j) = (U%J),-.-,U?g-}, for
J=1,...,k. Each r(j} is a game with perfect information with M moves
or less and so by the inductive assumption it has an equilib=ium point

.\ = (57 ) that for i =1
Or5) = Lo(5yr-20(35))> say, S0 or i=1,...,n,

io- i . i

=
Cn
—

im
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“he cases when r is a chance move and when r is a move of player

i, are nov considered separately.
(a) re PO. Let P; be the probvability assigned to the j-th branch

going out of r, for jJ =1,...,k. For each ie¥N=1{1,2,...,n},
. k . '
let o = I E%J) be the strategy for player i in T, which

corresponds to playing according to E% at information sets

)
in P(J) For j = Llye.esk, i.e., o (U) = E?j)(Ul) vhen U™

is an irformation set in P(j)' We prove that o = (El e y0)

is an equilibrium point for T.

. . S .
For each 1 €N and 7 = 1 T?.) = 21, we have:
j=1
i,-y, 1, _
h (a]t) = -leJh J)(U(j |T(J
: ZPJ Gy » @)
= BN(3)

Hence a is a pure strategy equilibriwmm point for T.

i
(e} rep C for some i0 €N. Let L€ {l,...,k} be such that

i i
(6, ) = he(ap.y) s
bey ) o @)

then define o~ € I by:



i.e.,

We prove that 0 = (@

For

hi(5|ri)

For 1i=1

we have:

T¥-11

I , for 1#1
y=1 () 0
k io
{2} x I 5y o for i =4,
j=1
i i . i . X
G(j)(U }) , if U is an information set of
-
player i in (3)
% , if U= {r} .
1 =1 . o sy \
see30 ) is an equilibrium point for T.
. . .
1#i_ end T = MN=r,, €I,
o j=1 (3)

a
branch % at r, under ©

By (F)) s by (1)

1A

n(5) , since player i. chooses branch 2

Q
..io
at 1, under o .
i0 o4 3 iO
0 and 1 = {m} x 1 T(j) €z ,me{l,...,k},

J=1

h?i)(3(£)|T%2)) » Since player 1 chocses 5

Q
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i b :
Q.= 0 . .
h(m)(c(m)|r(m)) » sSince player iy chooses .

brarch m at r, under = 0

1

[

1A

i

0 ,= .
< h(z)(c(z)) s by choice of &
i
= h 0(5) » since player i, chooses branch ¢ at
1
r, under ¢ 0 .

Hence, ¢ is a pure strategy equilibrium point for T.

Combining cases (a) and (b} we see that T has an equilibrium point
in pure strategies. By induction the theorem is true for all I with per-

fect information. =

6.4 Remark. TFor any game in extensive form, with perfect informas-
tion, we cen find an equilibrium point by working backwards from the terminal
nodes to the root. At each of his moves, & player chooses the branch which
leads to the sub-tree having the highest equilibrium payoff for him. Working
backwards from the terminal nodes this is a well-defined process. The

following example illustrates this method.
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(1,-1,-2) (2,3,0) (1,0,2) (0,1,3) {3,1,0) (4,1,2) (1,2,-1)

Arrows indicate choices for equilibrium strategies. Numbers in the nodes

are equilibriuwm payoffs for the sub-tress rooted at those nodes.

S =2 sH(uy) = 2
EE(Ui) =1, Ee(uz) =2
S =2, ) = 2

(01(5),0%(5),0(3)) = (4,1,2) .

6.6 Problem. Two players take —urns at removing one or two
stones from a pile of five. Whoever tai=s the last stone is the winner
and gets one unit of money from his oppcaent. Draw a tree to reprasent

this game and find an equilibrium point.
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T. Behaviour Strategies

A mixed strategy for a player is a probability distribution or his
set of pure strategies. An alternative method of randomizing his choices
would be for the player to specify, for each of his informstion sets, a
probability distribution over the alternatives at that set. In this way ,
the player randomizes at each move and the choices at different information

gets are made inderendently. A collection of such distributions, containing

one distribution for each information set of the player, is ealled a

behavicur strategy for the player. The nomenclature arises from the fact

that these are the distributiors one would measure in attemptiné to observe
the behaviour of a player.

A useful way of viewing the difference between mixed and behsviour
strategies is the following. One can think of each pure strategy of a
Player as a book of instructions, where for each of the player's information
sets there is one page which states what choice he should make at that in-
formaticn set. The player's set of pure strategies is a librery of such books.
A mixed strategy for the player ié a probability distribution on his library
of books, so that in playing according to his mixed strategy, the plsyer
chooses one book from his Iibrary by means of 2 chance device having the
probebility distritution of his mixed strétegy. A Behaviour strategy is
a single book of a Jifferent sort. Although eech page still refers to =
single information set, it specifies a probability distribution over the
choices at that set, not a $pecific choice.

Given a behaviour strategy for a player, there is always a mixed

strategy which, for all possible choices of mixed or behaviour strategles
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of the other players, will yield the same payoffs as the behaviour strategy.
The converse is not in general true, but it is true when the player has
what is called "perfect recall.”

The following definitions formalize the notion of a behaviour
strategy, send the correspondence between mixed strategies and behaviour

strategies.

T.1 Definition. A behaviour stratesy, bi, Tor player i in I,

is a collection of probability distributions on the information sets of
player i, so that
i i, i
o= (b (U ,C))

rert

cec(rh)

vhere B (U,e) >0, VU €I, veeco(w) ama [ viute) =1

i
5 1 1 cec(U™)
YU 1, i.e., b (Ui,c) is the probability that player i chooses

alternative ¢ at the information set Ul.

7.2 Remark. To specify a mixed strategy for player i we need

i
. k™,
to choose = point on an 5 = (= Y; - 1)-dimensional simplex, whereas
J=1
to specify = behaviour strategy for player i, we need to give

i
. kN, .
§° = } (¥: = 1) real numbers, specifying one point on = (y; - 1)-dimensional
J=1

simplex for j = l,...,ki. In general, 61 is much smaller than sl

- < s . i X
7.3 Definition. The mixed strategy, x, corresponding $g a

; i,
behaviour strategy, b, is defined by:
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xi = (xi(ci)} ; 4y Waere xi(ci) = I bi(Ui,ci(Ui))
i
v v

for all clezi .

150

Note that the probability that player i chocses o (U7) at
U €7 under b is bl(Ul,cl(Ul)), so the prcoability that he chooses

cl(Ui) at esch U €1 under bS is xi(ai).

T.% Remark. It is easily checked that xi iz indeed a mixed
strategy and that the probability of making a choice; ¢, at an Informstion
set Ui, is the same under bi as under the corresponding xi. It follows
that xi leads to the same payoffs as bi, regariless of the strategies
chosen by the cother players. We say that xi is strategically eguivelent
to bi.

Next, we define the behaviour strategy generated by a mixed strategy
and then give an example to show that the behavicw strategy need not be
strategically equivalent to its generating mixed strategy. Moreover, for
this example, there is no behaviour strategy whick is strategically equi-

valent to the given mixed strategy.

T.5 Definition. A move e € Pl is resctable under a mixed strategy
xl =3 Xi, for player i, if there is 2 mixed strersgy n-tuple, x € ¥, ccn-
taining xl, such that the probability of reaching e under x is positive.
Ui s - - i i .
An informastion set for playsr 1 is reacharie under x € X if
i i i .
scme move e & U* is reachable under xl. Let ZRch(x”) denote the collec-

: . i i
ticn of information sets of player 1 which are reachable under x .
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T.6 Remark. Given a tree and a mixed strategy xi = Xi, we can
find those moves of player i which are reachable under xi by "pruning"
the tree.  To do this, we eliminate a choice ¢ € C(Ui) and the sub-trees
following ¢ 1if there is no pure strategy ci S Zi such that c* chooses
c at Ui and xi(ai) > 0. The moves of player i which remair after
this pruning process are the reachable moves, and sn information set is
reachable if there. is at leasi one move in the information set remaining in

the pruned tree.

T.T Examrple.

GOSN %

Player 1 has two Information sets, with two choices a2t each se- and so

he has four pure strategies, o, = {a,v), o, = (a,8), o, = (8,v), 7, = (8,8).

1 3
. 1 .
Suppose player 1 chooses the mixed strategy with x (0. = 1/2,

2

1 _ 1 _ 1 -
x (02) =1/2, x (03) =X (ch) = 0. |
1
In pruning the tree, we eliminate the choice £ at UE g=d the
sub-tree rooted at the end-node of the tranch B8. No cther choizzs of

player 1 can be eliminated. Sc the pruned tree ig:



So moves a and b are reachable for player 1 under xl, but move ¢

is not reacheble. However, the informaticn sets Ui and U]é are both

reachable, because there are nodes vhich are in the pruned tree and in

these sets.

7.8 Definition. The behaviour strategy, bi, generated by 2 mixed
strategy xl 1= X~ is defined by:

~ . . I— . i
] x (o) ) . x (a%)
sezt: yrRen{o™) srex’: UJ'ERch(Ul)
and cl(U1)=c
or (U ,e) =4 : :
if U € Reh(x™)
1

_— if UiERch(xi)
|c{u™)|

L

YU € Ii, v o € c{UT). It is easily checked that bl is a behaviour
strategy.
(Note thet when U & Rch(xl), the definition of bl(Ul,c) is immaterial

and so we simply define it to be l/'C(Ul)l).
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7.9 Example. Consider a two-player zero—sum game in which player
1l consists of two people, Jim and his wife, Mary, and player 2 is a
single person, Paul. Two cards, one marked "High" and the other "Low",
are dealt to Jim and Paul--the two possible deals occurring with equal
probabilities. The person with the Kigh card then receives one dollar
from the person with the Low card and has the choice of stopping or con-
tinuing the play. If the piay continues, Mary, not lmowing the outcome of
the deal, instruets Jim and Paul either tc exchange or to keep their cards.
Again, the holder of the High card receives a dollsr from the holder of

the Low card, and the game ends.

Discussion., The game tree for this game is sketched below.
The outcome of the draw is indicated in the node at the end of the branch.
The alternstives for the players are abbreviated as follows: § = stop,
C = continue, K = keep cards, T = exchange (trade) cards. Payoffs at the

terminal nodes are those of player 1.

{Paul)}

R SSS SN UTUR) o ()

SN N

2 0 -2 o
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A pure strategy for player 1 is (cl(Ui), cl(Ué)), and a pure

strategy for player 2 is (02(95)). The normal form of this game

is then:
1 S c
(50 | 3:1+5-(n=0 | 2.1+ (291
(8.1 | Fr1+3- (=0 | F-1+2. (0) =2
(c) | gr2+5-(0=2 [L.2+L.(2)=0
(c,t) | -0+3- (=2 |2 0+1.(0=0

Strategles (8,K) and (C,T), for player 1, are strictly dominated.

Eliminating these strategies, the reduced normal form is:

N S ¢
1

- 1

(¢,K} 5 0

The optimal mixed strategy for pilayer 1 is 4o choese (5,7) with pro-
bability 1/2 and (C,K) with probability 1/2. The optimal mixed
strategy for player 2 is to choose S with probability 1/2 and ¢

with probability 1/2. The value is 1/4. If

p = (p(8,K),p(8,T),p{C,K),p(C,7)} and q = (q(S8),q(C)) denote mixed
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strategies for players 1 and 2, respectively, where, for example, p(8,T)
is the probability that player 1 chooses the pure strategy (S5,T), then the
optimal nmixed strategies are p = (0,(1/2),(1/2),0), g = ({(1/2),{1/2)).
By playing his optimal mixed strategy, player 1 can guarantee that his
expected payoff will be at least 1/L.

On the other hand, suppose player 1 is restricted to using
behaviour strategies. Let 'bl(Ui',-) = {a,1~-a), bl(Ul,-) = (g, 1 - 8},
be the probability distributions at Ui and Uje', respectively, where
¢y L ~a, B, 1 - B are the probabilities that he chooses 8, c, K, T,
respect.ivaly. Then pleyer 1's expected payoff, when he uses the behavicur

strategy bl is:

%‘[u-l+(l-—a)f8*2+(l-—ﬂ) °0}]+-12*'(-l)=(l-a)(8-%) s

if player 2 uses 8 ,

|_l
il
I

-2-[a-1+(l—cx){6-2+(l--6)'0}]+%'[B'(-2)+(1-B) - 0] a(%

if player 2 wuses C .

S0 the meximum expected payoff that player 1 can guarantee when he is
restricted to behaviour strategies is

mex [min {{1 -a){R - %), a(%* glr1 ,

G,2
which equsls O, since for eachvalus of B either B - 1/2 or 1/2 - 8 is < 0.

Tezs, behaviour strategies for player I do a poorer job than mixed

strategiss. Indeed, there is no behaviowr strategy for player 1 which
has as corresponding mixed strategy, the optimal mixed strategy for player
1, This liscrepancy is due to the uncorrelated nature of the orobability

distributions comprising a behaviour strategy.
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Given a behaviour stretegy with bl(Ui,-) = (a,l - &),
bl(Ul,-) = (B,1 - B), the corresponding mixed strategy is
p = {aB,x{l - 8), (1 - 2)8, (21 - a){(1 - B)). Given = mixed strategy

{p(5,X),p(s,7),p(C,K)},p{C,T)), the behaviour strategy generated by it is given by

{p(s,K) + p(8,7),p(C,K) + p(C,T})

-bl(Ui:')

bl(Ul,°)

(p(8,%) + p{C,K),p(s,T) + plc,m) .

Note that, in this game, if player 1 reaches Ué from Ui, then

in going from U% to Ué, he "forgets" what the outcome of the draw was.

A player is said to have perfect recsll, if, at each move, he remembers
what he knew at previous moves and what choices he made at those moves. We
shall prove that if a player hss perfect recall then behavicur strategies
are sufficient for his strategic purposes, in the sense that any mixed
strategy chosen by him can be sirategically matched, as far as payoffs are
concerned, by its gernersted behaviour strategy, regardless of the strategies
chosen by the other players.

In the sequel, we give & precise mathemstical definition of perfect

recall and prove the desired result.

7.10 WNotation. Let T be the tree of a game TI'. If e is a node
of T then T(e)} is the sub-tree of T with root at e. For a choice
¢ at e, let e # ¢ be the node following e when ¢ 1is chosen at e.
If E is a set of nodes, let T(E) = U T{e), and if ¢ is a choice at

eck
an information set, U, let U s c = {e % cle € UL.



IT.23

T.11 Definition. In a game, T, player i has perfect recall if,

i 1 i .
whenever e s8, € P, e € U;, e, € U; and e, € T(el), then there is
a (unigue) ¢ € C(Ui) such that Uz C T(Ui # ¢). Ageme [ in which

every player has perfect recall is called a game with perfect recall.

T7.12 Examples.

(a) In the game of Example 7.9, player 1 does not have perfect
recall.

(b) In the following game, we illustrate the fact that player I has
perfect recall by drawing vertical dotted lines, partitioning

the nodes of player I into sets which cannot be linked by

irformation sets.
IT
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All podes at—> (F ‘i\f/ /“\j ‘-";il
this level 2 LI '\‘ play.e\r I reﬁembers
belong to ! AR I vhet he knew; | \
player T / ] 2. l l\ ![\ ] SN

_ / U L 1 : / oA

pla.yér: I remembers ————5}
what he choses 1 DAL )

- I
:i ':Eii'l’

T

;
'_ . 2 a
}

-t

!

i L)
i I
{e) The following example illustrates the coarsest pertition of

player I's nodes into information sets which is consistent

with perfect recall.
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7.13 Theorem (von Neumann, Kuhn [1953]1). Let I be a game
(in extensive form), in which player 1 has perfect recall. Then, for
each mixed strategy xi = Xl, the behaviour strategy, bl, generated by xl,

is such that for all xk E)Ck, k#i and j=1,...,0,

g (x) = I-I'1 (x|bi)

1 i-1 i i+l

™) end x|bl = (X ,.eesX LD X seeoxt). [Tote

where X = (xl,.. X
that H‘j is defined for x = (xl,. . .,xn) € X, By abuse of notation we

also use it for the peyoff when xl is replaced by bl.]

Proof. Without loss of generality, we assume that 1= 1.
1 Xl 1 ] 1
Let x € snd let b~ Dbe the behaviour strategy generated by X .

Let €% for cach i # 1. Simee w(x) = pr(t}f'j(t) and
. tER

Hj('x|b]‘) = }p l(t)fj(t), where D l(t) is the probability
& x| x|b

+that the game ends at the tarminal node t under the strategy
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choices bl,xa,...,xn, for the n players, then the theorem will be

proved if we show that px(t) =7 | l(t) for all terminal nodes t.
xtb
Tet + be & fixed terminal node. Then there is a unique path

from the root, r, of the game tres, to +. Let 8 seres8y be the moves

of player 1 on this path, in the order in which they occur, and let
Ciaeresly be the choices reguired at those moves to keep on the path.
Let Vs

dl,...,dm be the choices required at those moves, t2 Keep on the path.

Ty be the moves other than € sers€, ON the path, and let

Let q be the probability that & »++.ad  are chosen at WiseeesW o,

when player 1 plays xl, for each i # 1. Sinece the choices at

WiareesW do not depend con player 1's strategy, g is well-defined.

Let leccl""’ci) {respectively Pbl(cl""’cl))’ be the probability
that player 1 mekes the choices cl,...,cz at el""’ez wnen he plays

the mixed {respectively behaviour) strategy xl (respectively bl). Then,

px(t) =p l(cl,...,cg)-q, D l(t) =p l(cl,...,cﬂ) ‘g
4 x|b °

IT g (t}. BSo we assume hence-

0, then clesrly p 't} =D
x lel
forth that ¢ # O, that is, we zssume that for each J € {1,....,m}, the

choice dj at wj is made with positive probability, when player 1 uses

X~ for each 1 # 1. Then We must prove that p-l(cl""’cg)
x
=p _(e ,...,¢c ). For esch j €{1,...,L}, let U* be the information
bt 1 L J
set of player 1 which centains =,., If one of these information sets is

J

not reachable under 'xl, then the»sz must be at lesst one k € {1,...,2}

such that the probability of choosing ¢ at Ui is zero under xl,

k
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{otherwise the probability of reaching + ﬁould be positive and hence
s0 would be the probability of reaching any move on the path from r to
t, so that each move, ej’ and hence each information set, U?, would be
reachable under xl, which is a contradiction). But then bl(Ui,ck) =0

¢ }. Thus, we may assume henceforth

and so P l(cl,...cz) =0=p l(cl,..., .
X b
that Ué.eRch(xl) For = Lyeueyfe
To prove that le(cl""’cg) = Pbl(cl""’cz)’ we need to show
that
- 1,1 Loy
) <(d) = ToN(Ue) .
01651: al(U;)=cj =1
for j=l,...,%
How,

1, 1 [ (%)

x (o)
% lclEEl: UiERch(ol) alezl: U}Eﬂch(cl)

J=1 and al(U%)=C.
d dJ

For each J € {1,...,8~1]} we have eJ, Ej

and, j1 € T(ej), so thet since player 1 has perfect recall,

1
L EF e eUJJE, ¢y eU';ﬂ

U§+l C:T(Ui * cj)- It follows by induction on J that for-each
1

jJe{l,...,8-1} =and each cl € £, the following three statements are

equivalent:

L
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(a) U?j'_FlIERch(dl) :

(b) al(ui)=ck for k=1,..., ,

(e} Ui' ERch(c‘l} and O'l(Uin') =<::| .

Thus, (et et: ot ERch(cl),cl(Uz') = cj} = (o' e o U;*._'_l ERch(Ul)},

J v
for j=1,...,2~1. Hence I b (U‘flj',cj) is a "telescoping” product which
J=1
equals:
1,1 1, 1,7
! x (g7 |r ) x (a) |
1 1 1 11 1
o Ex : UiERch(cr ) g EL : UieRch(c )
1
and ¢ {Ui‘)=c£ | { _!
1,1 . _ .
But, ) x (o7} = 1, since player 1 has made no choices

et UiGRch( al)

prior to Ui and so Ui mist be reachable under any crl e Zl. S0,

g
T bl(U].',cJ) = ) x(o1) = (T
P l
=1 UlEEl: U:E!:ERch(c J gle;:l: gl(U§)=Cj
and Ul(Ul)=c for j=l,...,%
§'A 2
|

Hence, p l(c

.0 =p (e genv,c )
B Xl 1 2

177

7.1k Corollary. Let I be a game with perfect recall. Then T

has an equilibrium point in bebaviour strategies.
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Proof. By Theorem 7.l3, any mixed strategy for T is strate-
gically equivalent to a behaviour strategy. But, by Theorem 5.2 (Nash),
I' has an equilibrium point in mixed strategies and hence, by virtue of

strategic equivalence, T has an equilibrium point in behavicur strategies. B
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