
MAHLER BASES AND ELEMENTARY p-ADIC ANALYSIS

EHUD DE SHALIT

Abstract. Various theorems in elementary p-adic analysis, commonly proved
only for Qp; and summarized in [Col], are generalized to any local …eld, using
the concept of a Mahler basis. In the last section we explain the relation of
these results to the work [Sch-Tei]. The paper is largely self-contained.

1. Mahler bases

1.1. Background. Fix a prime number p; let Zp denote the ring of p-adic integers,
andQp its fraction …eld. Mahler’s theorem [Ma] states that the binomial coe¢cients¡
x
n

¢
(n ¸ 0) form an orthonormal basis for the p-adic Banach space C(Zp;Qp) of

continuous Qp-valued functions on Zp: In other words, every continuous function f
from Zp to Qp has a unique uniformly convergent expansion

f =
1X

n=0

an

µ
x

n

¶
(1.1)

where an ! 0; and jf jsup = max janj: Conversely, every such expansion de…nes a
continuous function.

A fact closely related to Mahler’s theorem is that the functions
¡
x
n

¢
(n ¸ 0) form

an algebraic basis for the Zp-module Int(Zp) of polynomials over Qp which are
integral valued on Zp:

Let K be a local …eld, R its ring of integers, and ¼ a uniformizer. Let q be
the cardinality of the residue …eld · = R=¼R; and p = char(·): The …eld K may
be of characteristic 0 or p: We normalize the discrete valuation v on K£ so that
v(¼) = 1: We let K be the completion of a …xed separable closure of K (when K is
of characteristic 0 this is the …eld commonly denoted Cp).

We denote by C(R;K) the K-Banach space of continuous functions from R to
K; with the sup norm. We denote by Int(R) the R-module of polynomials over K
which are integral valued on R. Both C(R;K) and Int(R) have a ring structure,
but until much later (cf Section 6) we shall only be concerned with their additive
structure. Our goal is to generalize Mahler’s theorem and some of its consequences,
characterizing Lipschitz functions and locally analytic functions in terms of the
asymptotic behavior of their Mahler coe¢cients. Our exposition employs Lubin-
Tate groups, but in a way this is a “red herring”, allowing us to present elegant
proofs for some of the claims, but not an essential ingredient in itself. (Lubin
Tate groups will reappear in an essential way in Section 6, when we discuss the
construction of Schneider and Teitelbaum.)

1.2. Mahler bases. For n ¸ 0; let

Intn(R) = ff 2 Int(R)j deg(f) · ng(1.2)

1
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and let an ½ K be the fractional ideal of leading coe¢cients of polynomials from
Intn(R): If fn 2 Int(R) is a polynomial of degree n whose leading coe¢cient
generates an; then Intn(R) = Intn¡1(R)©Rfn: A sequence ffngn¸0 as above will
be called a Mahler basis. Note that fn is unique up to multiplication by a unit and
addition of an R-linear combination of f0; : : : ; fn¡1.

For every n ¸ 1 write

wq(n) =
1X

i=1

¹
n

qi

º
:(1.3)

Clearly wq(q
m) = (qm ¡ 1)=(q¡ 1); and if n =

Pm¡1
i=0 biq

i with 0 · bi · q¡ 1 then

wq(n) =
m¡1X

i=0

biwq(q
i):(1.4)

It is well-known (cf. [Ca-Ch], Prop.1.3) that

an = ¼¡wq(n)R:(1.5)

We give two examples of Mahler bases. To construct the …rst, let T be the set
of Teichmuller representatives for · in R (consisting of the roots of unity of order
q ¡ 1 and the element 0). Let

Rm =

(
m¡1X

i=0

ai¼
ij ai 2 T

)
(1.6)

(R0 = f0g) and R =
S
Rm: There are qm elements in Rm; constituting represen-

tatives for R=¼mR: Let

gqm(x) = ¼¡(q
m¡1)=(q¡1)

Y

r2Rm

(x¡ r)(1.7)

and if n =
Pm¡1

i=0 biq
i with 0 · bi · q ¡ 1 put

gn =
m¡1Y

i=0

gbiqi :(1.8)

It is easy to check that this is an integral-valued polynomial of degree n, and since
its leading coe¢cient generates an; the gn form a Mahler basis. This example
appears already in [B].

For the second example we refer to [dS-I]. Let F be a Lubin-Tate formal group
law over R associated with the prime ¼ [L-T]. We denote by t its parameter. The
ring R acts as endomorphisms of F; and we denote by

[x](t) = xt+ ¢ ¢ ¢+ cn(x)t
n + ¢ ¢ ¢(1.9)

the endomorphism corresponding to x 2 R; uniquely determined by the condition
[x]0(0) = x: As a function of x, the coe¢cient cn is a polynomial of degree at most n
over K. This is seen by using the equation [x] ± [¼] = [¼] ± [x] to deduce a recursive
relation for the cn: Since cn(x) 2 R for x 2 R these polynomials belong to Int(R):
In [dS-I] it was shown that the cqm; for m ¸ 0; generate Int(R) as a ring over R.
It was shown there that deg(cqm) = qm; that the leading coe¢cient ¸qm of cqm has
valuation v(¸qm) = ¡wq(qm), and that ¼wq(q

m)cqm has integral coe¢cients.
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It follows that if n =
Pm¡1

i=0 biq
i with 0 · bi · q¡1 as above, then the polynomial

fn =
m¡1Y

i=0

cbi
qi

(1.10)

is of degree n and its leading coe¢cient has valuation ¡wq(n): The ffng form our
second example of a Mahler basis.

Remark 1.1. It is not possible to replace the fn by the cn in general. In fact, for n
that are not of the form qm the cn need not be of degree n: As an example, let F be
the formal group law of the elliptic curve y2 = x3¡ x over Zp[i] (p ´ 3mod4; i2 =
¡1); with respect to the formal parameter t = ¡x=y. Then cn(x) = 0 unless
n ´ 1mod4. We call the formal group law F neat if for every n; deg cn(x) = n
and its leading coe¢cient ¸n has valuation v(¸n) = ¡wq(n): For neat Lubin Tate
formal group laws, the fcng also form a Mahler basis. It can be shown that neat
formal group laws exist. In a certain sense, they are generic.

1.3. Mahler’s theorem. Let ffng be a Mahler basis. Let ¹fn : R ! · be the
function obtained from fn by reduction modulo ¼:

Theorem 1.1. (i) The ¹fn (n ¸ 0) form a basis for the space C(R;·) of continuous
(i.e. locally constant) ·-valued functions on R.

(ii) Moreover, ¹f0; : : : ; ¹fqm¡1 form a basis for the subspace C(R=¼mR;·) of ·-
valued functions that are constant on cosets of ¼mR:

(iii) Every function in C(R;K) has a unique uniformly convergent expansion

f =
1X

n=0

anfn(1.11)

where an ! 0; and jf jsup = max janj: Conversely, every such series converges
uniformly and represents a continuous function.

We call an the nth Mahler coe¢cient of f (with respect to the particular basis).

Proof. Part (iii) follows from (i) by a standard argument, and (i) is a consequence
of (ii). It is clear that the ¹fn are linearly independent over ·; or otherwise the
fn would not span Int(R) over R. A dimension count therefore reduces the proof
of the theorem to the veri…cation that ¹fn; for n < qm; is constant on cosets of
¼mR: Since the validity of this statement is independent of the particular Mahler
basis at hand (if gn is another Mahler basis, each gn is an R-linear combination
of f0; : : : ; fn) we may choose to work with the f 0ns from the second example. It is
enough to prove that ¹cn; for n < qm; is constant on cosets of ¼mR: This, in turn,
follows from the following lemma.

Lemma 1.2. Let y 2 ¼mR: Then

[x+ y](t) ´ [x](t)mod(¼; tq
m

):(1.12)

Proof. Let fxg (t) = [x](t)mod¼ 2 ·[[t]]: Then fx+ yg (t) = ¹F (fxg (t); fyg (t))
where ¹F is the reduction modulo ¼ of F . But ¹F is of ¼-height h; where q = ph; so
f¼g = utq + (higher terms); and the lemma follows.

We remark that we could have concluded the proof of Theorem 1.1 with the aid
of the basis (1.8) as well. For a generalization of the last lemma, see Proposition
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2.4 below. As a corollary we get that the Weierstrass approximation theorem holds
in K.

Corollary 1.3. (Kaplansky, [Schk], Theorem 43.3) The polynomials are dense in
C(R;K):

Another corollary is the following. Let ffng be a Mahler basis and let fkn =
fnmod¼

k:

Corollary 1.4. The R=¼kR-module C(R;R=¼kR) of locally constant R=¼kR-valued
functions on R is free, and

©
fkn
ª

is a basis for it.

2. Mahler bases and the wavelet basis

2.1. The basis of wavelets and the space of locally constant functions.
With T and R de…ned as in 1.2, let the length of r 2 R; l(r) = m if r 2 R0m =
Rm ¡Rm¡1: The basis of wavelets1 is the orthonormal basis of C(R;K) given by
fÂrj r 2 Rg where

Âr = the characteristic function of the disk Dr = r + ¼l(r)R:(2.1)

The locally constant (or step) functions S(R;K) are precisely those admitting a
…nite expansion in terms of the Âr : The largest l(r); for Âr in the support of f 2
S(R;K); is the smallest l ¸ 0 such that f is constant on cosets of ¼lR: We call it
the level of f; and denote it by l(f): Thus l(Âr) = l(r):

The last observation holds in fact with K replaced by any commutative ring L:

Lemma 2.1. For any commutative ring L, the functions Âr form an L-basis for
the free module S(R;L) of L-valued locally constant functions on R: Moreover, fÂr ;
l(r) · lg is a basis for the subspace S(R=¼lR;L) of locally constant functions which
are constant on cosets of ¼lR:

2.2. The modulo-k level and the level-l modulus. Let k 2 Z: Themod-k-level
lk(f) of f 2 C(R;K) is the smallest l such that fmod¼k is constant on cosets of
¼lR: Let l ¸ 0: The level-l-modulus kl(f) of f is the maximal k 2 Z such that
f mod¼k is constant on such cosets: If f is locally constant and l(f) · l; then we
put kl(f) =1: If f is not locally constant, then all kl(f) are …nite. We record the
de…nitions of the level-l-modulus and the mod–k-level of a function f 2 C(R;K)
side by side:

kl(f) = max
©
k · 1j jx¡ x0j · j¼lj ) jf(x)¡ f(x0)j · j¼kj

ª

lk(f) = min
©
0 · lj jx¡ x0j · j¼lj ) jf(x)¡ f(x0)j · j¼kj

ª
:(2.2)

Lemma 2.2. If f 2 C(R;K) and

f =
X

brÂr(2.3)

is the wavelet expansion of f; then

lk(f) = max
©
l(r)j jbr j >

¯̄
¼k
¯̄ª
:(2.4)

Proof. Since lk(f) = lk+1(¼f) we may assume that f is R-valued. Passing to
f mod¼k we see that the lemma is equivalent to the assertion that the level of an
f 2 S(R;R=¼kR) is the maximal l(r) for r such that Âr appears in the support of
f . This follows from the previous lemma, with L = R=¼kR:

1The terminology is due to Colmez, see [Col].
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Lemma 2.3. We have the following inequalities

kl(f + g) ¸ min fkl(f); kl(g)g(2.5)

lk(f + g) · max flk(f); lk(g)g :(2.6)

Equality holds if kl(f) 6= kl(g) (resp. lk(f) 6= lk(g)).

2.3. The relation between the Mahler coe¢cients and the wavelet coe¢-
cients. We turn to examine the expansion of a Mahler basis in the basis of wavelets.
Lemma 1.2 can be rephrased as saying that l1(fn) ·m as long as n < qm: We now
generalize it.

Proposition 2.4. Let ffng be a Mahler basis. Then lk(fn) · m if n < qm+1¡k:

Proof. If fgng is another Mahler basis then lk(gn) · max flk(f0); : : : ; lk(fn)g : We
may therefore prove the proposition for a particular Mahler basis, and once again
we choose to work with the second example from Section 1.2. Let Il be the ideal
of R[[t]] generated by ¼lt; ¼l¡1tq; :::; ¼tq

l¡1
; tq

l

: If h 2 Il then h ± [¼] 2 Il+1: This
follows from the fact that [¼] 2 I1: By induction, if y 2 ¼lR then [y] 2 Il; hence
[x+y] = F ([x]; [y]) ´ [x] mod Il: It follows that the coe¢cients cn(x) and cn(x+y) of
tn are congruent modulo ¼k if n < ql+1¡k and jyj · j¼lj: This proves the proposition
for the cn; and from there it follows for the fn as well, as they are products of cn
with smaller or equal indices.

Proposition 2.5. Let

fn =
X

bn;rÂr(2.7)

be the wavelet expansion of the Mahler basis. If n < qm; then jbn;r j · j¼l(r)¡mj:
Equivalently, if n < qm then fkn 2 C(R=¼m+k¡1R;R=¼kR):

Proof. If n < qm then by the previous proposition lk(fn) · m+ k ¡ 1: By Lemma
2.2, this means that if l(r) ¸ m+ k then jbn;rj · j¼kj:

Corollary 2.6. Let

Âr =
X

ar;nfn(2.8)

be the Mahler expansion of Âr : If l(r) · m; then jar;nj · j¼kj for every n ¸
qk+m¡1: Equivalently, the R-module spanned by fkn with n < qk+m¡1 contains
C(R=¼mR;R=¼kR):

Proof. Invert the matrix (bn;r) :

The proposition and the corollary are the analogue of Proposition 1.21 of [Col].
If we let l(n) (the length of n in its expansion in base q) stand for the smallest m
such that n < qm then they are also equivalent to the inequalities

v(ar;n) ¸ l(n)¡ l(r)

v(bn;r) ¸ l(r)¡ l(n):(2.9)

They also yield the following:

C(R=¼mR;R=¼kR) ½
D
fk0 ; f

k
1 ; : : : ; f

k
qm+k¡1¡1

E
½ C(R=¼m+2k¡2R;R=¼kR):
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If k = 1 these inclusions are equalities, in general they are not. The subspace­
fk0 ; f

k
1 ; : : : ; f

k
n

®
is nevertheless independent of the particular Mahler basis. Can

one describe it?

3. The Lipschitz condition

The results of this section can probably be deduced also from [B]. A function
f 2 C(R;K) is Lipschitz (of order 1) if there is a positive constant A such that

jf(x)¡ f(x0)j · A jx¡ x0j :(3.1)

We denote the subspace of Lipschitz functions by Lip(R): Since it contains the
locally constant functions, it is dense in C(R;K):

Lemma 3.1. The following are equivalent
(i) f 2 C(R;K) is Lipschitz.
(ii) kl(f)¡ l (for l ¸ 0) is bounded below.
(iii) lk(f)¡ k (for k ¸ 0) is bounded above:

Proof. The equivalence of (i) and (ii) is clear. As to the equivalence of (ii) and (iii)
note that if kl(f) ¸ l¡K for all l ¸ 0; then jx¡x0j · j¼lj ) jf(x)¡f(x0)j · j¼l¡K j;
so for k ¸ ¡K we have lk(f) · k +K: The converse is equally easy.

Corollary 3.2. Let br(f) (for r 2 R) be the wavelet coe¢cients of f 2 C(R;K):
Then f 2 Lip(R) if and only if

!(f) = inf
r
fv(br(f))¡ l(r)g > ¡1:(3.2)

The function jf jLip = j¼!(f)j is a Banach norm on Lip(R).

Proof. By Lemma 2.2, lk(f)¡ k · K for all k ¸ ¡K if and only if l(r) > k+K )
v(br(f)) ¸ k for all such k and every r; i.e., if and only if v(br(f)) ¸ l(r)¡K ¡ 1
for every r: By the previous lemma, f is Lipschitz if and only if !(f) > ¡1: Now
clearly !(f) is …nite for f 6= 0; since at least one br(f) 6= 0; !(cf) = v(c) + !(f);
and !(f + g) ¸ min f!(f); !(g)g ; which means that j:jLip is a non-archimedean
absolute value. The map f 7!

¡
¼¡l(r)br(f)

¢
r2R is a norm-preserving isomorphism

of Lip(R) with the Banach space l1(R) of all bounded functions on R, hence
Lip(R) is complete.

For example, jÂrjLip = j¼¡l(r)j; and if ffng is a Mahler basis, jfnjLip = j¼¡l(n)j
(recall that l(n) is the leastm ¸ 0 such that n < qm). In fact, we have the following
characterization of the Lipschitz condition in terms of the Mahler coe¢cients of f .

Proposition 3.3. Let ffng be a Mahler basis. A function f =
P

an(f)fn 2
C(R;K) is in Lip(R) if and only if

!0(f) = inf
n
fv(an(f))¡ l(n)g > ¡1(3.3)

and !0(f) = !(f):

Proof. Since

an(f) =
X

r

br(f)ar;n(3.4)
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we have

v(an(f))¡ l(n) ¸ inf
r
fv(br(f)) + v(ar;n)¡ l(n)g

¸ inf
r
fv(br(f))¡ l(r)g = !(f)(3.5)

in view of the inequality v(ar;n) ¸ l(n)¡ l(r): This shows that if f 2 Lip(R) then
!0(f) ¸ !(f) > ¡1: In a completely analogous way, using the inequality v(bn;r) ¸
l(r)¡ l(n) one proves that if !0(f) > ¡1 then f 2 Lip(R) and !(f) ¸ !0(f):

When R = Zp this proposition amounts to Theorem 53.4 in [Schk]. Note that
l(n) ¼ logq n:

4. Locally analytic functions and Amice’s theorem

4.1. The spaces Lh(R;K). Let h ¸ 0 be an integer. The space Lh(R;K) of locally
analytic functions of level h is the subspace of C(R;K) consisting of functions which
are (rigid) analytic on every disk of radius j¼hj with center in R. Such a function
extends in a unique way to a rigid analytic function on

R[h] =
©
x 2 Kj d(x;R) · j¼hj

ª
(4.1)

=
[

r2Rh

D(r; j¼jh);

and

jf jLh = sup
x2R[h]

jf(x)j(4.2)

is a Banach norm on Lh(R;K): Here we denote by K the completion of a …xed
separable closure of K; by d(x;R) the distance from x to the compact set R; and
by D(a; ½) the a¢noid disk in K with center a and radius ½: The natural inclusions
Lh(R;K) ½ Lh+1(R;K) are compact (bounded subsets in Lh(R;K) have compact
closure in Lh+1(R;K)) and we endow the space

L(R;K) =
[

Lh(R;K)(4.3)

of locally analytic functions with the inductive limit locally convex topology. See
[Sch] for nonarchimedean functional analysis.

4.2. Orthonormal bases in Lh(R;K). Consider the polynomials gn (1.8). Let

gqm;h = gqm if m < h

= ¼(q
m¡h¡1)=(q¡1)gqm if h ·m;(4.4)

and

gn;h =
m¡1Y

i=0

gbiqi;h(4.5)

if n =
Pm¡1

i=0 biq
i with 0 · bi · q ¡ 1:

Lemma 4.1. Fix s 2 Rh and write

gqm;h(s+ ¼hu) =

qmX

k=0

aku
k:(4.6)
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(i) Assume m < h: Then jakj · 1, jakj < 1 for k > 0; and ja0j = 1 if and only
if in the expansion

s = s0 + s1¼ + ¢ ¢ ¢+ sh¡1¼
h¡1(4.7)

(si 2 T ) the mth digit sm 6= 0:
(ii) Assume h ·m: Then jakj · 1; jaqm¡h j = 1 and jakj < 1 for qm¡h < k · qm:

Proof. Fix s 2 Rh and consider the polynomial

¡(u) =
Y

r2Rm

(s+ ¼hu¡ r):(4.8)

(i) Assume m < h: As long as r 6= smod¼m, j¼hj < js ¡ rj: For the unique
r ´ smod¼m; still j¼hj < js ¡ rj = j¼mj if we assume that sm 6= 0: An easy
computation gives then

ord¼
Y

r2Rm

(s¡ r) =
m¡1X

k=0

k(qm¡k ¡ qm¡k¡1) +m

= (qm ¡ 1)=(q ¡ 1);(4.9)

so, under the assumption that sm 6= 0; jgqm;h(s + ¼hu)j = 1 for juj · 1; and part
(i) follows. If sm = 0; then the same computation shows that all the coe¢cients of
¡(u) are divisible by ¼(q

m¡1)=(q¡1)+1; so all the coe¢cients of gqm;h satisfy jakj < 1:
(ii) When h · m we break ¡(u) into the product over r 6= smod¼h and the

product over r ´ smod¼h; where in the latter we use the substitution r = s+¼ht;
t 2 Rm¡h: We get

¡(u) =
Y

r2Rm; r 6=smod¼h
(s¡ r)

µ
1 +

¼hu

s¡ r

¶
¢
Y

t2Rm¡h

¼h (u¡ t) :(4.10)

Note that in the …rst product j¼hj < js¡ rj: Since

ord¼
Y

r2Rm; r 6=smod¼h
(s¡ r) ¢ ¼hq

m¡h
(4.11)

=
h¡1X

k=0

k(qm¡k ¡ qm¡k¡1) + hqm¡h(4.12)

= (qm ¡ qm¡h)=(q ¡ 1);(4.13)

gqm;h(s + ¼hu) becomes, in the region juj · 1; the product of a polynomial with
constant absolute value 1, and the polynomial

Y

t2Rm¡h

(u¡ t)(4.14)

so part (ii) follows.

The following was proved for R = Zp by Amice. We follow Colmez’ survey paper
[Col], Théorème I.4.7.

Proposition 4.2. The gn;h form an orthonormal basis for Lh(R;K):
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Proof. For

n =
m¡1X

i=0

biq
i(4.15)

(0 · bi · q ¡ 1) put

~n =
m¡1X

i=h

biq
i¡h = b n

qh
c:(4.16)

The previous lemma implies that if we write

gn;h(s+ ¼hu) =
nX

k=0

aku
k;(4.17)

then all jakj · 1; jakj < 1 for ~n < k; and if none of the “digits” si of s vanishes,
ja~nj = 1. Hence

jgn;hjLh = 1:(4.18)

Let m ¸ h and consider the space Wm¡h of all the functions from R[h] to
OK=¼OK; which are the reduction of a polynomial of degree < qm¡h on each ¼h-
residue disk in R[h] separately. This is a free OK=¼OK-module of rank qm: By
the lemma, the functions ¹gn;h obtained from gn;h upon reduction modulo ¼ belong
there, if n < qm: Among them, the functions ¹gn = ¹gn;h for n < qh are constant
on each residue disk, and constitute a basis for W0: This follows from part (ii) of
Theorem 1.1. On the other hand the functions

m¡1Y

i=h

¹gbiqi;h(4.19)

are linearly independent over OK=¼OK on each ¼h-residue disk in R[h]; since they
are given there by monic polynomials of degrees

Pm¡1
i=h biq

i¡h; and these degrees
are distinct. We deduce that f¹gn;h ; 0 · n < qmg is a basis for the qm-dimensional
space Wm¡h: The reduction modulo ¼ of the unit ball of Lh(R;K) is the union of
all the Wd’s, and f¹gn;hg form an algebraic basis for it. By a standard argument it
follows that the gn;h form an orthonormal basis for the space Lh(R;K):

4.3. Amice’s theorem. This theorem characterizes the functions in L(R;K) in
terms of the asymptotic decay of their Mahler coe¢cients. When R = Zp; it was
proved in [A]. View also [Col], Corollaire I.4.8.

Theorem 4.3. Let ffng be a Mahler basis, and f =
P

anfn 2 C(R;K): Then
f 2 L(R;K) if and only if there exists an " > 0 such that v(an) ¡ "n ! 1 as
n!1:

Proof. The criterion being independent of the particular Mahler basis, we may work
with the gn of (1.8). Recall that f 2 L(R;K) if and only if f 2 Lh(R;K) for some
h; and by the last proposition, f 2 Lh(R;K) if and only if

f =
X

an;hgn;h(4.20)
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where an;h ! 0. The relation between gn;h and gn yields an;h = ¼¡!n;han where

!n;h =
m¡1X

i=h

bi
qi¡h ¡ 1
q ¡ 1 :(4.21)

As usual, the bi are the digits of n in base q: But

b n

qh+1
c · (q ¡ 1)!n;h · b

n

qh
c(4.22)

so the existence of h such that f 2 Lh(R;K) is equivalent to the existence of an
" > 0 such that v(an)¡ "n!1 as n!1:

5. Measures, distributions and the Iwasawa-Mahler-Amice transform

5.1. Measures and the Iwasawa-Mahler transform. Let C(R;K)0 be the Ba-
nach dual of C(R;K); i.e. the space of bounded linear functionals on C(R;K). It
is well known that this space is identi…ed (via integration) with the Iwasawa alge-
bra of bounded measures on R. Let ffng be a Mahler basis. The Iwasawa-Mahler
transform of ¹ 2 C(R;K)0 with respect to the given Mahler basis is the power
series

A¹(z) =
1X

n=0

µZ

R

fn(x)d¹(x)

¶
zn:(5.1)

For example, if R = Zp and fn(x) =
¡
x
n

¢
is the classical Mahler basis, this takes

the familiar form

A¹(z) =

Z

Zp
(1 + z)xd¹(x):(5.2)

The following proposition is obvious, and encodes the fact that the dual of the
Banach space c0 is l1:

Proposition 5.1. (Iwasawa, Mahler) The map ¹ 7! A¹ is a norm preserving iso-
morphism of K-Banach spaces between C(R;K)0 and K­R[[z]]; which depends on
the choice of a Mahler basis.

Since K ­ R[[z]] are just the K-rational bounded holomorphic functions in the
open unit disk

¢ = fz 2 K; jzj < 1g ;(5.3)

and since the sup norm of such a function is the maximum of the absolute values
of the coe¢cients in the power series representing it (the Gauss norm), we get the
following corollary.

Corollary 5.2. The map ¹ 7! A¹ is a norm preserving isomorphism of K-Banach
spaces between C(R;K)0 and the space O(¢)b of K-rational bounded holomorphic
functions on ¢ (with the sup norm), which depends on the choice of a Mahler basis.

The subring R[[z]] of holomorphic functions on ¢ which are bounded by 1 is the
classical Iwasawa algebra. The Iwasawa-Mahler transform of ±x; the Dirac measure
at x 2 R; will also be written A±x = Ax; so that

Ax =
1X

n=0

fn(x)z
n:(5.4)
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We emphasize that the isomorphism does not respect the ring structure (convolu-
tion of measures on one side and multiplication of bounded holomorphic functions
on the other side) except in the case R = Zp and the classical Iwasawa-Mahler
transform. In this case A±xA±y = A±x¤±y ; or

AxAy = Ax+y(5.5)

because

(1 + z)x(1 + z)y = (1 + z)x+y:(5.6)

It is easy to see that in general, there does not exist a Mahler basis that will make
the transform a ring isomorphism. The fact that in the classical case the Iwasawa-
Mahler transform respects the multiplicative structure is crucial in Colmez’ work
on the p-adic local Langlands correpondence.

There does not seem to be a satisfactory description of the K-Banach algebra
C(R;K)0 as a ring of holomorphic functions, except when K = Qp: However, when
one replaces continuous distributions by locally analytic ones, the same question
has been answered in the a¢rmative by Schneider and Teitelbaum [Sch-Tei] using
Lubin-Tate theory. We explain the connection between our point of view, based on
the notion of Mahler bases, and their results, below.

5.2. Locally analytic distributions and the Amice transform. We …rst gen-
eralize the Iwasawa-Mahler transform to locally analytic distributions, where it will
be called the Amice transform.

5.2.1. Some rings of holomorphic functions. As above, let ¢ be the open unit disk,
viewed as a rigid analytic space over K: Let _¢ be its complement in P1(K) :

_¢ = fz 2 Kjjzj ¸ 1g [ f1g:(5.7)

For any K-rational rigid open set U ½ P1(K) we denote by O(U) the ring of K-
rational holomorphic (rigid analytic) functions on U; and by O(U)b the subring of
bounded ones. If U =

S
Un where each Un is an a¢noid and Un ½½ Un+1 then we

topologize O(U) as the inverse limit of the K-Banach algebras O(Un); and as such
it becomes a K-Fréchèt space. On O(U)b we put the supremum norm, in which it
is complete (Banach).

Consider the two rings

O( _¢)0 =

( 1X

n=0

anz
¡n¡1jan 2 K; v(an)!1

)
¾

O( _¢)y0 =

( 1X

n=0

anz
¡n¡1jan 2 K; 9" > 0; v(an)¡ "n!1

)
:(5.8)

The …rst is the K-Banach algebra of functions which are holomorphic on _¢ and
vanish at 1: The second is its subring consisting of overconvergent functions, i.e.
those which converge on

_¢r = fz 2 Kjjzj ¸ rg [ f1g(5.9)

for some r < 1: We topologize it as the direct limit of the K-Banach algebras
O( _¢r)0: It is then a space of compact type ([Sch], xxx).
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The topological duals of these two spaces are, respectively,

O(¢)b =

( 1X

n=0

anz
nj an 2 K is bounded

)
½

O(¢) =

( 1X

n=0

anz
nj an 2 K; 8" > 0; v(an) + "n!1

)
(5.10)

with their Banach (resp. Fréchèt) topology. The duality pairing is

hf(z); g(z)i = res (f(z)g(z)dz)(5.11)

where the residue res is the coe¢cient of z¡1dz:
We emphasize that although the second pair of spaces are re‡exive ([Sch], xxx),

so O( _¢)y0 is also the topological dual of O(¢); this is not true of the …rst pair. The
space O(¢)b is the dual of O( _¢)0; but not vice versa, just as l1 is the dual of c0;
but not the other way around.

5.2.2. Relation to Mahler expansions. Now …x a Mahler basis as before and use it
to identify f =

P1
n=0 anfn 2 C(R;K) with

P1
n=0 anz

¡n¡1 2 O( _¢)0 as in Mahler’s
theorem. The locally analytic functions L(R;K) are then identi…ed with O(¢)y0:
This is just a restatement of Amice’s theorem on the asymptotic decay of Mahler
coe¢cients of locally analytic functions.

Since fn(x) 2 L(R;K); the Iwasawa-Mahler transform ¹ 7! A¹ extends from
C(R;K)0, where it induces an isomorphism with O(¢)b, to L(R;K)0: This exten-
sion, which we call the Amice transform, is an isomorphism between L(R;K)0 and
O(¢): This is clear from the discussion in the previous section. We summarize
everything in the following theorem.

Theorem 5.3. Fix a Mahler basis ffng as above. Then Mahler expansions and
the Amice transform induce topological isomorphisms

C(R;K) ' O( _¢)0; C(R;K)0 ' O(¢)b(5.12)

of K-Banach spaces (and their Banach duals) and

L(R;K) ' O( _¢)y0; L(R;K)0 ' O(¢)(5.13)

of spaces of compact type (and their Fréchèt duals). The isomorphisms are compat-
ible with duality.

5.2.3. Some rings of p-adic Hodge theory. This subsection will not be needed in
what follows, and we include it for convenience and reference only. In p-adic Hodge
theory one considers the following spaces, which are closed under multiplication.

E =

(X

n2Z
anz

nj an bounded, an ! 0 as n!¡1
)

(5.14)

' O( _¢)0 ©O(¢)b ' C(R;K)© C(R;K)0:

This ring, introduced by Fontaine, is in fact a …eld, and the non-archimedean norm
jjF jj = sup janj is a multiplicative Banach norm on it, i.e. E is p-adically complete.
Note that power series in E need not converge anywhere2. The unit ball OE in E

2It is tempting to speculate that E is the ring of analytic functions on a “non-standard annulus”
in a non-standard model of the p-adics.
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is a Cohen ring for the …eld ·((z)) (a complete discrete valuation ring with ·((z))

as a residue …eld). The Iwasawa algebra K ­R[[z]] ' O(¢)b is sometimes denoted
E+:

Similarly, we can put together the locally analytic functions and distributions to
get

R =

½ P
n2Z anz

nj 8" > 0; v(an) + "n!1 as n!1
9" > 0; v(an) + "n!1 as n!¡1

¾

' O( _¢)y0 ©O(¢) = lim! O(¢[r;1)) ' L(R;K)© L(R;K)0:(5.15)

Here ¢[r;1) = fzj r · jzj < 1g : This is the Robba ring3.
The “common part” of E and R is the bounded Robba ring

Ey = O( _¢)y0 ©O(¢)
b = limO(¢[r;1))b ' L(R;K)©C(R;K)0:(5.16)

The ring E is the p-adic completion of Ey.
We note that it is impossible to make a larger ring in which both E and R embed

by taking the direct sum of C(R;K) with L(R;K)0: The collection of power series
obtained in this way will not form a ring.

6. Relation to p-adic Fourier theory

From now on we assume that we are in the “mixed characteristic case”

char:K = 0:(6.1)

6.1. Recall of the results of Schneider and Teitelbaum. As indicated above,
the Mahler expansion, and dually, the Iwasawa-Mahler-Amice transform ¹ 7! A¹;
depend on the choice of a Mahler basis. In addition, the Amice transform is a
norm preserving isomorphism of K-Banach spaces (for measures) or K-Fréchèt
spaces (for locally analytic distributions), but does not respect the multiplicative
structures given by convolution onC(R;K)0 (resp. L(R;K)0), and by multiplication
in O(¢)b (resp. O(¢)), except in the classical case.

In a beautiful but somewhat overlooked paper [Sch-Tei], Schneider and Teitel-
baum found that, for the locally analytic distributions, both problems can be …xed if
we replace the unit disk ¢ by a twisted version. This twisted version is a rigid ana-
lytic space ~¢ de…ned over K; which becomes isomorphic to ¢ over K, or, somewhat
better, over a large complete sub…eld of K which will be described in due course.
The main result of Schneider and Teitelbaum is the construction of a canonical
K-algebra isomorphism

¹ 7! ~A¹; L(R;K)0 ' O( ~¢):(6.2)

An equivalent formulation is that over K there is an isomorphism of topologi-
cal K-algebras between L(R;K)0 and the ring O( ~¢;K) of K-rational holomorphic
functions on the unit disk. This isomorphism is Galois-equivariant for the natural
action on L(R;K)0; and for a twisted Galois action on O( ~¢;K); so descends to an
isomorphism between L(R;K)0 and O( ~¢):

The approach taken by Schneider and Teitelbaum is Fourier-analytic. They
begin by analyzing the locally K-analytic characters of R: For any complete …eld
K ½ L ½ K; denote by X(L) the group of locally K-analytic homomorphisms

3As we shall have no use for the Robba ring in this paper, no confusion should arise from
denoting it by the same letter which was used to denote the set of representatives R:
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Â : R! U1(L); where U1(L) = 1+mL is the multiplicative group of principal units
of L:

When R = Zp every continuous character is locally analytic, so X is represented
by the open unit disk ¢; the point z 2 ¢(L) corresponding to the character Âz 2
X(L) given by

Âz(x) = (1 + z)x =
1X

n=0

µ
x

n

¶
zn:(6.3)

Viewed as a function of x; Âz(x) is locally analytic and its Mahler coe¢cients are
zn: Viewed as a function of z (for a …xed x), we see that Âz(x) is holomorphic (rigid
analytic) in ¢: In this case ~A¹ = A¹ is given by

A¹(z) =

Z

Zp
Âz(x)d¹(x):(6.4)

In the following sections we give an account of the paper [Sch-Tei].

6.2. Lubin-Tate groups and the description of X(K).

6.2.1. Lubin-Tate groups and their Cartier duals. Recall that in Chapter 1 we in-
troduced a Lubin-Tate formal group law F associated to the uniformizer ¼ [L-T].
This formal group law is a certain power series F 2 R[[X; Y ]]; and the formal
group bG=R that it de…nes depends only on ¼; up to isomorphism. According to the
well-known equivalence between formal groups and p-divisible groups [Ta], giving
bG is the same as giving a certain p-divisible group G over R: Its special …ber G=· is
connected, one-dimensional and of p-height [K : Qp]: Moreover, G carries an action
of R as endomorphisms, so bG becomes a formal R-module, and as such has ¼-height
[· : Fp]:

The precise relation between F and G is the following. The p-divisible group G is
a direct system (Gn) of …nite ‡at group schemes (Gn = G[pn]). Each Gn = Spec(An)
where An is …nite and ‡at over R; and is equipped with a co-multiplication making
it into a Hopf algebra. The assumptions imply that

A = lim
Ã

An ' R[[Z]];(6.5)

and with an appropriate choice of the parameter Z the co-multiplication in A is
given by the original power series F .

Let G 0 be the dual p-divisible group. Recall that G0=· is also of height [K : Qp]

but of dimension [K : Qp]¡ 1: For any R-algebra S one has

G0n(S) = Hom(Gn=S ; ¹pn=S);(6.6)

where by Hom we mean homomorphisms of …nite ‡at group schemes.
Let K ½ L ½ K be a complete …eld over which G0 is trivialized (it is here that

we need char:K = 0), and let S be the ring of integers of L. Since G0n=S ! Spec(S)

is proper and separated, the valuative criterion for properness implies that

G0n(S)! G0n(L)(6.7)

is a bijection. The action ofR on G induces a dual action on G0; and G0n(L) becomes a
cyclic R-module, noncanonically isomorphic to R=pnR: The Galois action on G 0n(L)
is given by a character

¿ 0n : GalK ! (R=pnR)
£
:(6.8)
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These characters …t together to give ¿ 0 : GalK ! R£: If ¿ : GalK ! R£ is the
Lubin-Tate character associated with G then, by Cartier duality,

¿ 0 = ¿¡1Âcyc(6.9)

where Âcyc : GalK ! Z£p is the cyclotomic character.
The Tate module

T 0 = lim
Ã
G0n(L)(6.10)

(inverse limit under multiplication-by-p maps) is free of rank 1 over R; and we let
t0 be a generator. Then

¾(t0) = ¿ 0(¾) ¢ t0(6.11)

for any ¾ 2 GalK :

6.2.2. The period of G associated with t0. Let ¹ denote the p-divisible group of roots
of unity. Any t0 2 T 0 determines a homomorphism of p-divisible groups from G=S
to ¹=S ; or, what is the same, a homomorphism Át0 of formal groups de…ned over S

from bG to bGm: In terms of the canonical parameter X of bGm; and the parameter
Z of bG corresponing to F; it is given by a power series

Á¤t0(X) = ©t0 = ­Z + ¢ ¢ ¢ 2 S[[Z]]:(6.12)

We call ­ the period of the Lubin Tate group G associated with t0 (and the choice of
the parameter Z), and denote it by ­t0 when we wish to emphasize the dependence
on t0.

Recall that v has been normalized so that v(¼) = 1: Let v(p) = e be the absolute
rami…cation index of K. Part (i) of the following proposition was proved in the
appendix to [Sch-Tei] using results of Fontaine. We give here an elementary power-
series proof.

Proposition 6.1. (i) Assume that t0 is a generator of T 0 as an R-module. Then

v(­) =
e

p¡ 1 ¡
1

q ¡ 1 :(6.13)

(ii) For every ¾ 2 GalK ;

­¾¡1 = ¿ 0(¾):(6.14)

(iii) For r 2 R let rt0 = t0 ± [r]: Then

­rt0 = r­t0 :(6.15)

We need two lemmas.

Lemma 6.2. If ©t0(!) = 0 for some ! 2 bG(K); then ! is a torsion point of bG:
Proof. Since ©t0 is a group homomorphism, ©t0([a]!) = 0 for every a 2 Z£p : But all
the [a](!); for a 2 Z£p ; have the same valuation. As a power series which converges
on the open unit disk can have only …nitely many zeroes of a given valuation, !
must be a torsion point.

The second lemma is well-known [Roq].
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Lemma 6.3. Let

f(Z) = bZ(1 + b1Z + b2Z
2 + ¢ ¢ ¢ )(6.16)

be a power series with coe¢cients in K; and assume that it converges for jZj · 1;
and has no zeroes for 0 < jZj < 1: Then jbij · 1; bi ! 0; and on the annulus
jZj = 1, the function f has only …nitely many zeroes. If j³j = 1 then either f has
a zero in the residue disk jZ ¡ ³j < 1; in which case jf(Z)j < jbj throughout that
disk, or jf(Z)j = jbj for every Z satisfying jZ ¡ ³j < 1:

Proof. (Of proposition) (i) Let ½ 2 K be an element of valuation v(½) = 1=(q ¡ 1)
and consider

f(Z) = ©t0(½Z) = ½­Z(1 + b1Z + b2Z
2 + ¢ ¢ ¢ );(6.17)

which clearly converges for jZj · 1: Suppose that f(³) = 0; where 0 < j³ j < 1:
Then ©t0(!) = 0 for ! = ½³; and by the …rst lemma ! must be a torsion point of bG:
But the smallest non-zero torsion points of the Lubin-Tate group bG are of valuation
1=(q¡1): This contradiction shows that f does not have any zero in 0 < jZj < 1; so
the assumptions of the second lemma are satis…ed. This lemma tells us then that
we may …nd the valuation of ½­ by looking at jf(Z)j on any residue disk inside the
annulus jZj = 1; where f does not have any zero.

Look at the q ¡ 1 non-zero ¼-torsion points of G, which lie on the annulus
v(Z) = 1=(q ¡ 1) and are mapped by ©t0 to the set

f"j(1 + ")p = 1g:(6.18)

We claim that at least one of them does not map to 0. In fact, if they all map to 0,
the homomorphism Át0 would factor through [¼]; and t0 would not be a generator
of T 0 as an R-module. Let ! = ½³ be a ¼-torsion point of G which maps to " 6= 0:
Then j³ j = 1 and f(³) = ©t0(!) = ". But f does not have any zeroes in the residue
disk jZ ¡ ³j < 1; because ³ is the only point in its residue disk for which ½³ is a
torsion point of G; and ©t0 can only vanish at torsion points. It follows that

j½­j = jf(³)j = j"j:(6.19)

As v(") = e=(p¡ 1) and v(½) = 1=(q ¡ 1); part (i) follows.
(ii) Consider the homomorphism

[Âcyc(¾)
¡1]Gm ± Á¾t0 ± [¿(¾)]F(6.20)

of G to ¹. It is easily checked that its e¤ect on any element of Gn(K); for any n; is
the same as that of Át0 ; hence they must coincide. Comparing the coe¢cient of Z
in the power series representing both homomorphisms, we get part (ii).

Part (iii) is obvious.

6.2.3. The characters Âz;t0(x). For any Z 2 bG(K); i.e. Z 2 K with jZj < 1; viewed
as a point on the Lubin-Tate formal group bG via the parameter Z; and any t0 2 T 0;
we let

ht0; Zi = 1 + ©t0(Z) = 1 + ­Z + ¢ ¢ ¢ 2 U1(K):(6.21)

Using the logarithm logF of the formal group law F we can also write

ht0; Zi = exp(­ logF (Z)):(6.22)

Note that this is a power series with coe¢cients in the ring of integers S:
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For x 2 R and z 2 bG(K) let
Âz;t0(x) = ht0; [x](z)i = 1 +©t0([x](z)):(6.23)

Since Âz;t0(x+ y) = Âz;t0(x) ¢ Âz;t0(y); this is a locally analytic character, i.e.
Âz;t0 2 X(K) ½ L(R;K):(6.24)

If r 2 R we let rt0 = t0 ± [r]: Then
Âz;rt0(x) = Âz;t0(rx) = Â[r](z);t0(x):(6.25)

If we write

[x](z) =
1X

n=1

cn(x)z
n(6.26)

where cn 2 Intn(R) as in Chapter 1, then

Âz;t0(x) =
1X

n=0

Cn;t0(x)z
n(6.27)

where Cn;t0 2 Intn(R; S) (S-valued polynomials on R of degree at most n), C0;t0 = 1
and

Cn;t0(x) ´ ­t0cn(x)mod Intn¡1(R;S):(6.28)

In the notation of [Sch-Tei], Cn;t0(x) = Pn(­x):
We conclude that for a …xed x; Âz;t0(x) is a rigid analytic function of z, and is

in fact a homomorphism from bG(K) to U1(K):
For a …xed z, Âz;t0(x) is a locally analytic function of x: Choosing a Mahler basis

ffng and expanding

Cn;t0(x) =
nX

m=0

ct
0

n;mfm(x)(6.29)

(ct
0

n;m 2 S) we get its Mahler expansion

Âz;t0(x) =
1X

n=0

nX

m=0

ct
0

n;mfm(x)z
n(6.30)

=
1X

m=0

(
1X

n=m

ct
0

n;mz
n)fm(x):

Proposition 6.4. ([Sch-Tei], Prop. 3.1) The map (t0; z) 7! Âz;t0 is a GalK-
equivariant isomorphism of groups

T 0 ­R bG(K) ' X(K):(6.31)

Proof. That this map is a Galois equivariant group homomorphism is clear. Let
t0 be a generator of T 0 as an R -module. If ©t0([x](z)) = 0 for all x; then as we
have seen before, z must be a torsion point, or else ©t0(Z) would have in…nitely
many zeroes of the same valuation. But if z is a primitive torsion point of level
¼n; then Át0 would factor through [¼n]; contradicting the fact that t0 is a generator
of T 0; hence z = 0: This shows the injectivity of the map (t0; z) 7! Âz;t0 : For the
surjectivity we refer to [Sch-Tei] and the analysis of the diagram therein, which
allows one to obtain that every Â 2 X(K) is a Âz;t0 as a consequence of [Ta], Prop.
11.
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6.2.4. The twisted disk ~¢. Let X0 be the functor associating to any L the group of
Qp-locally-analytic homomorphisms from R to U1(L): Let d = [K : Qp]: Since R '
Zdp as a Qp-analytic group, …xing a basis (e1; : : : ; ed) of R over Zp shows that X0 is
represented by ¢d, and determines d coordinates on X0: the point (z1; : : : ; zd) 2 ¢d

corresponds to the Qp-locally-analytic character sending ei 7! 1 + zi: It is easy to
see that X is a closed subgroup of X0; hence a rigid analytic space in its own right.
The power series expansion Âz;t0(x) =

P1
n=0Cn;t0(x)z

n shows that in terms of the
above coordinates the embedding

T 0 ­R bG(K) ' X(K) ½ X0(K)(6.32)

is given by

t0 ­ z 7!
Ã 1X

n=1

Cn;t0(ei)z
n

!d

i=1

:(6.33)

This means that over K; and once we have …xed a choice of a generator t0 of
T 0; the isomorphism T 0 ­R bG(K) ' X(K) is given by an injective rigid analytic
morphism from ¢ to ¢d, whose image on K-points is precisely X(K): One can
probably deduce from here by general principles that such a morphism induces an
isomorphism between T 0 ­R bG ' ¢ and X as rigid analytic groups over K; without
going into detailed computations. However, in [Sch-Tei], Theorem 3.6, the authors
do better. They …nd two explicit, increasing and exhausting sequences of a¢noid
subdomains (in T 0­R bG and X respectively) that map isomorphically to each other.
The precise knowledge of v(­t0) for a generator of T 0 becomes indispensible here.
In any case, T 0 ­R bG ' ¢ and X are proved to be isomorphic as rigid analytic
group varieties over K: By Galois descent we conclude that X is isomorphic over K
to the K-form ~¢ of the unit disk given by the (cohomology class of the) continuous
1-cocycle

¿ 0 2 H1(GalK ; AutK(¢)):(6.34)

For any complete K ½ L ½ K,
~¢(L) = (T 0 ­R bG(K))GalL ' X(L):(6.35)

In particular, ~¢ becomes isomorphic to the unit disk over the splitting …eld of G 0:

6.3. The isomorphism L(R;K)0 ' O( ~¢).

6.3.1. De…nition of ~A¹ and …rst properties. Let ¹ 2 L(R;K)0 and de…ne

~A¹(t
0 ­ z) =

Z

R

Âz;t0(x)d¹(x):(6.36)

Substituting the power series expansion of Âz;t0(x) (in z) and integrating we see
at once that for a …xed t0,

A¹;t0(z) = ~A¹(t
0 ­ z)(6.37)

is a rigid analytic function of z in the unit disk. From the corresponding properties
of Âz;t0(x) we get

A¹;rt0(z) = Ar¹;t0(z) = A¹;t0([r](z)):(6.38)

Here the R-action on ¹ is the one that extends the action r±x = ±rx:
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In particular, if ¾ 2 GalK then ¾(t0) = ¿ 0(¾)t0; so

A¹;¾(t0)(z) = A¿0(¾)¹;t0(z) = A¹;t0([¿
0(¾)](z)):(6.39)

The map ¹ 7! ~A¹ is an algebra homomorphism. It is enough to check it for Dirac
measures ±x and ±y; where it follows from

Âz;t0(x+ y) = Âz;t0(x)Âz;t0(y):(6.40)

It is also Galois-equivariant. It therefore descends to a homomorphism

L(R;K)0 !O( ~¢):(6.41)

6.3.2. The main theorem of [Sch-Tei].

Theorem 6.5. The map ¹ 7! ~A¹ is an isomorphism of K-Fréchèt algebras between
L(R;K)0 and O( ~¢):

Proof. The theorem is a consequence of all that has been done, and the general
fact that the Fourier transform

L(R;K)0 !O(X(K))

¹ 7! (Â 7!
Z

R

Âd¹)(6.42)

is a Galois-equivariant isomorphism. This is [Sch-Tei], Theorem 2.3.
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