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1. Affine algebraic sets

Classical algebraic geometry deals, initially, with affine algebraic sets, i.e. subsets
of affine space defined by polynomial equations. We shall learn how to deal with
these objects intrinsically, that is independently of the ambient space, and how to
glue them along open subsets. For that purpose it will be necessary to introduce
as early as possible a topology on our algebraic sets, the Zariski topology.

A word of warning is necessary before we embark on such a project. The pro-
posed path sounds similar to the study of many other geometric objects, for example
differentiable manifolds. Starting with manifolds embedded in Rn, one formalizes
various attributes intrinsically, and uses gluing to construct the most general man-
ifolds out of the initial examples. However, while differentiable manifolds locally
look all alike - as d-dimensional open balls, local algebraic geometry encompasses
the whole subject of commutative algebra. This is only one difference. More subtle
differences will emerge in due course.

1.1. Algebraic sets and the Zariski topology. Let k be an algebraically closed
field, and

(1) k[X ] = k[X1, . . . , Xn]

the polynomial ring in n variables over k. The affine n-space over k is the set

(2) A
n = {(x1, . . . , xn)|xi ∈ k} .

A subset Z ⊂ An is called an affine algebraic set (in short: an algebraic set) if it is
the set of common zeros of some collection of polynomials,

(3) Z = {x ∈ A
n| fα(x) = 0 ∀α ∈ A}

where each fα ∈ k[X ]. We write Z = Z({fα}α∈A). For example, a hypersurface in
An is Z(f), for a single nonconstant f ∈ k[X ].

Proposition 1.1. (i) A
n and the empty set are algebraic sets.

(ii) The union of two algebraic sets is algebraic.
(iii) The intersection of any family of algebraic sets is algebraic.

Exercise 1.1. Prove the proposition. Hint:

(4) Z
(
{fα}α∈A

)
∪ Z({gβ}β∈B) = Z({fαgβ}(α,β)∈A×B).

The meaning of the proposition is that if we take the algebraic sets as closed sets
we have defined a topology on An, called the Zariski topology. If Z is any algebraic
set, the Zariski topology on Z is the topology induced on it from An. Closed/open
sets in Z are intersections of Z with closed/open sets in A

n.
1
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Exercise 1.2. Show that the closed sets in A1 are the whole affine line, and finite
sets. In particular, the Zariski topology is not Hausdorff.

The open sets

(5) D(f) = A
n − Z(f)

are called principal open sets. For any algebraic set Z we let DZ(f) = Z ∩ D(f)
and call it a principal open set in Z.

If {fα}α∈A is a collection of polynomials, we write I = (fα)α∈A for the ideal
that they generate in k[X ] (in this course the whole ring will also be considered an
ideal; an ideal strictly smaller than the whole ring will be called a proper ideal).

Exercise 1.3. Prove that Z ({fα}α∈A) = Z((fα)α∈A).

For this reason it is enough to look at Z(I) where I is an ideal.

1.2. The Hilbert basis theorem. It is a great relief to know that every algebraic
set can be defined by a finite number of equations. This is a consequence of the
following famous theorem of Hilbert. Recall that a commutative ring is called
Noetherian if every ideal in it is finitely generated, or equivalently, if every ascending
sequence I1 ⊂ I2 ⊂ · · · of ideals, stabilizes: from a certain m on, Im = Im+1 = · · ·.
Exercise 1.4. Prove the equivalence of the two definitions.

Theorem 1.2. The ring k[X ] is Noetherian. More generally, if R is Noetherian,
so is R[T ].

Proof. Let I ⊂ R[T ] be an ideal, and let Jd ⊂ R be the collection of leading
coefficients of polynomials of degree d from I. Clearly Jd is an ideal in R and
Jd ⊂ Jd+1. If R is Noetherian, there is an m such that Jm = Jm+1 = · · ·. For
0 ≤ i ≤ m let fi,j ∈ I be a finite list of polynomials of degree i whose leading
coefficients generate Ji (once again we use Noetherianity of R). Let I ′ be the ideal
generated by all the fi,j. We claim that I ′ = I. If not, let f ∈ I−I ′ be a polynomial
of minimal degree d. If d ≤ m, subtract from f a scalar linear combination of fd,j
to kill the leading term. Since the resulting polynomial lies in I but has a degree
smaller than d, it must belong to I ′. But then f ∈ I ′, contradiction. If m < d,
subtract a suitable scalar linear combination of T d−mfm,j (note Jd = Jm) and
argue as before. �

Corollary 1.3. (i) Every algebraic set is Z(g1, . . . , gr) for some r. (ii) The prin-
cipal open sets form a basis for the Zariski topology.

Exercise 1.5. Prove the two corollaries.

A natural question arises: what is the minimal number of equations needed to
define an algebraic set Z? Our intuition says that this has to be related to the
dimension (or better, the codimension, both concepts yet to be defined) of the
algebraic set: a single equation should suffice to define a surface in A3, a second
one will be needed to cut off a curve in the surface, and three equations to define
a finite collection of points. While this has a grain of truth in it, the answer is
not as easy. An algebraic subset Z of An of dimension d is called an (affine) set-
theoretic complete intersection if it is the zero locus of n − d polynomials. It is
called a scheme-theoretic complete intersection if its ideal I(Z) (see below) can be
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generated by n − d polynomials. A famous example of a non-scheme-theoretic-
complete-intersection is the “twisted cubic”

(6) Z = Z(X0X2 −X2
1 , X1X3 −X2

2 , X0X3 −X1X2) ⊂ A
4,

which is a surface, but whose ideal can not be generated by any two polynomials.

Exercise 1.6. Show that Z = {(s3, s2t, st2, t3)| s, t ∈ k}. Show that Z is a set-
theoretic complete intersection. In higher dimensions there are examples of non
set-theoretic complete intersections too.

1.3. The correspondence between algebraic subsets and ideals. If I0 ⊂
k[X ] is any subset we let Z(I0) be, as before, the set of its common zeroes, an
algebraic set. If Z0 ⊂ An we let I(Z0) be the ideal of polynomials that vanish on
Z0.

Proposition 1.4. (i) The correspondences Z and I reverse inclusions.
(ii) I(∅) = k[X ], I(An) = (0), Z(k[X ]) = ∅, Z(0) = An.
(iii) I0 ⊂ I(Z(I0)), Z0 ⊂ Z(I(Z0))
(iv) I(Z0) = I(Z(I(Z0))), Z(I0) = Z(I(Z(I0)))
(v) Z(I(Z0)) is the Zariski closure of Z0.

Exercise 1.7. Prove the assertions.

There is a striking lack of symmetry: I(Z(I0)) contains, but is not equal, in
general, to the ideal generated by I0. In fact, even if I0 was an ideal to begin with,
it is clear that if fm ∈ I0 for some m ≥ 1, then f ∈ I(Z(I0)). That this is the only
condition one has to impose on f is the celebrated Hilbert’s nullstellensatz.

1.4. Hilbert’s nullstellensatz. If I is an ideal in a commutative ring R we let

(7)
√
I = {a ∈ R| ∃m ≥ 1, fm ∈ I} .

Exercise 1.8. Prove that J =
√
I is an ideal containing I, and that

√
J = J. If

R = Z, which are the ideals satisfying
√
I = I? Prove that in every commutative

ring, prime ideals P satisfy
√
P = P.

Theorem 1.5. For any ideal I0 ⊂ k[X ], I(Z(I0)) =
√
I0.

Exercise 1.9. Prove that this is false if k = R.

There are many proofs for the Nullstellensatz. The one we give below is tradi-
tional, and not the shortest, but it relies on two other important theorems, whose
geometric meaning will become clear in a short while, so it is a good opportunity
to introduce them now. First a definition.

Let A → B be a homomorphism of commutative rings. We say that B is finite
(or of finite type as a module) over A is there are finitely many b1, . . . , bm such that

(8) B = Āb1 + · · · + Ābm,

where Ā denotes the image of A in B. We say that B is finitely generated (or of
finite type as a ring) over A if the homomorphism can be extended to a surjective
homomorphism A[X1, . . . , Xm] → B, or, equivalently, if for some bi

(9) B = Ā[b1, . . . , bm].

Exercise 1.10. Of the rings k[X ], k[X,Y ], k[X,Y ]/(Y 2 −X3), k[X,Y ]/(XY − 1)
(with the obvious maps between them), which is finite over which?
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Exercise 1.11. If A→ B → C are homomorphisms, C is finite over B, and B is
finite over A, then C is finite over A. Same with “finitely generated”.

Theorem 1.6. (Noether normalization). If B is finitely generated over a field k,
then there are x1, . . . , xd ∈ B, algebraically independent over k, such that B is finite
over A = k[x1, . . . , xd].

Lemma 1.7. If f ∈ k[X ], there is a linear change of variables

(10) Xi =
∑

aijYj , det(aij) 6= 0

such that f is monic with respect to Yn, i.e.

(11) f =

d∑

r=0

fr(Y1, . . . , Yn−1)Y
d−r
n

and f0 = 1.

Exercise 1.12. Prove the lemma as follows. Let d be the (total) degree of f. We
may assume that f is homogeneous of degree d, because the homogenous parts of
smaller degrees will not change the term f0(Y1, . . . , Yn−1)Y

d
n . Substitute Xn = λnYn

and Xi = Yi + λiYn. Show that one can choose λ1, . . . , λn so that this change of
variables is invertible and f0 = 1.

Proof. (of Noether’s normalization theorem). We prove it by induction on the
minimal number of generators of B. If this number is 0, B = k and there is nothing
to prove. Let

(12) ϕ : k[X1, . . . , Xn] → B

be a surjective homomorphism. If ker(ϕ) = 0, A = B and we are done. Otherwise
let f be a nonzero polynomial in the kernel. We may assume, by the lemma,
that f is monic with respect to Xn. The ring k[X1, . . . , Xn]/(f) is finite over

k[X1, . . . , Xn−1] (in fact, even finite and free with 1, Xn, . . . , X
deg(f)−1
n as a ba-

sis). Let B0 = ϕ(k[X1, . . . , Xn−1]). Then B is finite over B0 because it is spanned
as a module over B0 by ϕ(X i

n) for 0 ≤ i ≤ deg(f)−1. But B0 is generated by n−1
elements over k, so by the induction hypothesis there is a subring A ⊂ B0 which
is a polynomial ring over k and over which B0 is finite. Now “finite over finite is
finite” implies that B is finite over A. �

Theorem 1.8. (The “going up” theorem) Let B be finite over a subring A and
MA a maximal ideal in A. Then there is a maximal ideal MB in B such that
MB ∩A = MA.

Proof. It is enough to show that B 6= MAB, because then MAB is contained in a
maximal ideal MB and MA ⊂MB ∩A ⊂ A, so from the maximality of MA and the
fact that 1 /∈ MB we conclude MA = MB ∩ A. Let B =

∑m
i=1 Abi. If B = MAB

then

(13) bi =
∑

xijbj

with xij ∈MA. Viewing this as a matrix equation

(14) (I −X)b = 0

where X = (xij) and b is the column vector t(b1, . . . , bm). Multiplying on the left
by adj(I −X) we get that δ = det(I −X) annihilates every bi, hence annihilates
B, so δ = 0. But δ ≡ 1modMA, contradiction. �
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Proof. (of the nullstellensatz) Let f ∈ I(Z(I0)). We must show that a certain power
of f lies in I0 (the opposite inclusion being obvious). Suppose, to the contrary, that
I0 does not intersect the set {1, f, f2, . . . }. Let P be an ideal containing I0 which
is maximal among all the ideals not containing any fm. Such a P exists by Zorn’s
lemma (or, without Zorn, because k[X ] is Noetherian). We claim that P is a prime
ideal. Indeed, if g and h are not in P, then both P +(g) and P +(h) contain powers
f i and f j. But then

(15) f i+j ∈ [P + (g)][P + (h)] ⊂ P + (gh).

If gh ∈ P, f i+j ∈ P, contradicting the way P was constructed. Hence gh /∈ P, and
P is prime.

Consider now the integral domain k[X ]/P. Let f̄ be the image of f in it and let

(16) B = (k[X ]/P )[
1

f̄
]

be the subring of the field of fractions of k[X ]/P obtained by inverting f̄ . By
Noether’s normalization theorem there exists a polynomial ring A = k[y1, . . . , yr] ⊂
B, over which B is finite. Let MA be the ideal (y1, . . . , yr) in A and let MB be a
maximal ideal in B whose intersection with A is MA. Then B/MB is a field which
is finite over A/MA = k. Since k is algebraically closed

(17) B/MB = A/MA = k.

Let ϕ : B → k be the homomorphism whose kernel is MB. Let xi = ϕ(X̄i). Since
I0 ⊂ P, x = (x1, . . . , xn) ∈ Z(I0). Since ϕ(f̄) 6= 0, f(x) 6= 0, so we have shown that
f /∈ I(Z(I0)). �

1.5. Consequences of the nullstellensatz.

Exercise 1.13. Prove the following:
(i) Z and I put the algebraic sets in An in one-to-one inclusion reversing corre-

spondence with the ideals of k[X ] satisfying
√
I = I.

(ii) The maximal ideals of k[X ] are the ideals (X1 − x1, . . . , Xn − xn).
(iii) Z(I) = 0 if and only if I = k[X ].
(iv) Z(I) is covered by the principal open sets D(fα) if and only if there is a

finite collection among the fα, denoted fi, and hi ∈ k[X ] such that

(18) 1 ≡
∑

hifimodI.

(v) Every decreasing sequence Z1 ⊃ Z2 ⊃ · · · of algebraic sets stabilizes.
(vi) Every algebraic set is quasi-compact (from every open cover one can extract

a finite subcover).

1.6. The ring of regular functions. If Z is an algebraic set we call

(19) k[Z] = k[X ]/I(Z)

the ring of regular functions on Z. Note that this is indeed a ring of functions
on Z, i.e. every f ∈ k[Z] defines a well-defined function Z → k, and the ring
homomorphism

(20) k[Z] → kZ

obtained in this way is injective: f is determined by its values at all points of Z.
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Let z ∈ Z be a point. The homomorphism of evaluation at z

(21) evz : f 7→ f(z)

is a surjective homomorphism k[Z] → k, and we denote by Mz its kernel. It is a
maximal ideal, generated by the images of Xi−xi modulo I(Z), if z = (x1, . . . , xn).

Exercise 1.14. Use the nullstellensatz to show that every maximal ideal of Z is
an Mz for a unique point z ∈ Z. Thus the points of Z may be identified with the
maximal ideals of k[Z].

1.7. Irreducibility. We call Z irreducible if whenever Z = Z1 ∪ Z2 with Zi alge-
braic sets, then Z = Z1 or Z = Z2. Otherwise, it is called reducible. For example,
Z(fg) = Z(f) ∪ Z(g) will in general be reducible.

Proposition 1.9. Z is irreducible if and only if I(Z) is a prime ideal, if and only
if k[Z] is an integral domain.

Proof. Suppose Z = Z1 ∪ Z2 and Zi 6= Z. Then there are fi ∈ I(Zi) − I(Z), so
f1f2 ∈ I(Z) and I(Z) can not be prime. �

Exercise 1.15. Prove the converse direction.

Exercise 1.16. Prove that Z is irreducible if and only if every non-empty open set
in Z is dense.

If Z is irreducible we call the field of fractions

(22) k(Z) = frac(k[Z])

the field of rational functions on Z. If f = g/h ∈ k(Z) with g and h from k[Z] then
f is defined at all the points of DZ(h). Note however that we may have another
representation f = g1/h1 so that f will also be defined at the points of DZ(h1). The
union of the DZ(h), for all the possible denominators h of f, is called the domain
of definition of f . It is open, but need not be a principal open set.

Exercise 1.17. Show that the possible denominators for a given f ∈ k(Z) form an
ideal I in k[Z], and that the domain of definition of f is the complement of its set
of zeros.

Proposition 1.10. Every algebraic set is a union of finitely many irreducible al-
gebraic sets.

Proof. If this is not true, let Z be a smallest algebraic set which is not the union
of finitely many irreducibles (Z exists by part (v) of one of the exercises above).
In particular, Z itself is reducible, so Z = Z1 ∪ Z2 with Zi strictly smaller than Z.
This implies that Zi is each a union of finitely many irreducibles, hence so is Z.
Contradiction. �

Exercise 1.18. Suppose Z =
⋃
Zi (a finite union of irreducibles) and no Zi is

contained in any Zj if i 6= j. Suppose also that Z =
⋃
Z ′
i and the same holds with

the Z ′
i. Show that up to a permutation, Zi = Z ′

i (hint: consider the decomposition

(23) Z ′
i =

⋃

j

Z ′
i ∩ Zj .)

The Zi are called the irreducible components of Z.
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2. Morphisms and affine varieties

It is now time to talk about maps between algebraic sets. We would like to single
out those maps which are themselves algebraic, and call them “morphisms”. Note
that we already have defined the regular functions on Z, and these should coincide
with the morphisms

(24) Z → A
1.

2.1. Morphisms between algebraic sets. Let Z ⊂ An and W ⊂ Am be two
algebraic sets. We use X1, . . . , Xn as coordinates in the first affine space and
Y1, . . . , Ym in the second. Any map ϕ : Z → W induces, by pull back, a ring
homomorphism ϕ∗ : kW → kZ , namely ϕ∗(g) = g ◦ϕ. We say that ϕ is a morphism
of algebraic sets if ϕ∗(k[W ]) ⊂ k[Z]. Explicitly, if we let xi = XimodI(Z) and
yj = YjmodI(W ), we should have m polynomials ϕj in the variables Xi, uniquely
determined modulo I(Z), “yielding the set theoretic function ϕ”:

(25) ϕ∗(yj) = ϕj(x1, . . . , xn).

The only condition on the ϕj is that if g ∈ I(W ),

(26) 0 = ϕ∗(ḡ) = g(ϕ1(x1, . . . , xn), . . . , ϕm(x1, . . . , xn)),

i.e., g ◦ ϕ ∈ I(Z).

Proposition 2.1. A morphism is automatically continuous in the Zariski topology.

Proof. If ϕ is a morphism as above, then ϕ−1(DW (g)) = DZ(ϕ∗(g)). Since principal
open sets form a basis to the Zariski topology, the inverse image of any open set is
open. �

A morphism is open or closed if it is so as a continuous map in the Zariski topol-
ogy. However, the more subtle properties of morphisms can not be read off from
their topological attributes, and an arbitrary continuous map in the Zariski topol-
ogy need not be a morphism. Thus topological considerations alone are insufficient
for most purposes.

Clearly the composition of morphisms is a morphism. An isomorphism is a
morphism ϕ as above for which there exists another morphism ψ : W → Z such
that ϕ◦ψ and ψ ◦ϕ are the identity maps on W and Z respectively. Two algebraic
sets are called isomorphic if there is an isomorphism between them. Proving that
two algebraic sets are isomorphic may not be easy. The simplest way to prove that
two algebraic sets are not isomorphic would be to find invariants of algebraic sets
that are preserved under isomorphism, and show that the two sets have different
invariants.

Proposition 2.2. There is a one-to one correspondence between ring homomor-
phisms k[W ] → k[Z] and morphisms Z → W. The category of affine algebraic
sets with morphisms as defined above is anti-equivalent to the category of finitely
generated reduced1 k-algebras.

Exercise 2.1. Check the proposition (it only summarizes, in a different language,
the above discussion). Prove that A1 and the hyperbola Z(X1X2 − 1) ⊂ A2 are not
isomorphic.

1reduced means having no nilpotents
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Exercise 2.2. Show that the product Z ×W ⊂ An+m of two algebraic sets is an
algebraic set.

Exercise 2.3. Let ϕ : Z → W ⊂ Am be a map between algebraic sets. Show that
ϕ is a morphism if and only if the induced map ϕ : Z → Am is a morphism. Show
that the graph of ϕ is an algebraic set in An+m isomorphic to Z.

Exercise 2.4. Show that if I = kerϕ∗ then ZW (I) = ϕ(Z).

Exercise 2.5. Show that ϕ(z) = w if and only if Mz ⊃ ϕ∗Mw, if and only if
(ϕ∗)−1(Mz) = Mw.

Exercise 2.6. If f : Z → W is a morphism of algebraic sets, show that for every
irreducible component Z ′ of Z there is an irreducible component W ′ of W such that
f(Z ′) ⊂W ′.

An affine variety is an isomorphism class of affine algebraic sets2. In other words,
while we reserve the terminology “algebraic set” to denote a concrete subset of affine
space, the concept of an affine variety is intrinsic and does not carry any information
about the ambient space. Attached to an affine variety Z is its ring of regular
functions k[Z], which is well defined only up to isomorphism, and conversely, k[Z]
determines Z as a variety. Giving an embedding of Z as an algebraic subset of some
An is equivalent to giving a surjective ring homomorphism k[X1, . . . , Xn] → k[Z].

2.2. Properties of varieties and of morphisms between varieties. The equiv-
alence of categories between finitely generated reduced k-algebras and affine vari-
eties over k allows one to set up a dictionary between algebraic properties of k[Z]
and geometric properties of Z (and similarly for ring homomorphisms and mor-
phisms). It should be understood that this dictionary is tautological, and one is
left with the task of developing geometric intuition for algebraic concepts. We list
a few examples. The first two we have already encountered.

• A variety Z is called irreducible if k[Z] is an integral domain.
• A morphism f : Z →W is called finite (W is finite over Z) if f∗ : k[W ] →
k[Z] is finite.

• A morphism f : Z → W is called dominant if f∗ is injective. In other
words, f(Z) is dense in W . For example, if W is irreducible and f is an
open morphism, then it is dominant, but dominant morphisms need not be
open.

• Two irreducible varieties Z and W are called rationally equivalent if their
fields of rational functions k(Z) and k(W ) are isomorphic over k. This
is a much weaker notion than being isomorphic: for example, A

1 and the
hyperbola in A2 are rationally equivalent, although, as we have seen, they
are not isomorphic. A morphism f : Z →W is birational3 if f∗ induces an
isomorphism between k(W ) and k(Z).

• A variety Z is called factorial if k[Z] is a unique factorization domain. The
geometric meaning of this concept is not self-evident.

2Some authors reserve the term variety only for irreducible algebraic sets.
3Not to be confused with a birational map, or more generally a rational map, which need not

be a morphism. A rational map is only defined on an open dense subset of Z, while a morphism

must be defined everywhere.
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Exercise 2.7. Let Z and W be irreducible. Show that a morphism f : Z →
W is birational if and only if there exists a g ∈ k[W ] such that f∗ induces an
isomorphism of k[W ][1/g] and k[Z][1/f∗g]. Conclude that a birational f induces a
bijection between DZ(f∗g) = f−1DW (g) and DW (g), and is dominant.

Exercise 2.8. Consider the morphism f : A2 → A2 given by f(x, y) = (x, xy). Is
it finite? Is it dominant? Is it open? Is it closed? Describe the fibers of f . (This
exercise becomes easier if you use some of the facts proven in the next paragraph,
but try to do it straight form the definitions, and come back to it later when you
have more tools at hand.)

2.3. Finite morphisms and Noether normalization revisited. We can give
now a geometric meaning to Noether normalization and the going up theorem.
First note that if f : Z → W is a finite morphism, then for any point w ∈ W,
k[Z]/f∗Mwk[Z] is finite over k[W ]/Mw = k, i.e. is a finite dimensional k-algebra.

Exercise 2.9. Prove that a finite dimensional k-algebra B has only finitely many
homomorphisms B → k.

From the exercise we conclude that there are only finitely many maximal ideals
Mz containing f∗Mw, or, what is the same, points z in the fiber f−1(w). If f is
also dominant, so that k[W ] is a subring of k[Z] (via f∗), the going up theorem
says that this fiber is not empty, in other words, a finite dominant morphism is
surjective.

A morphism f : Z → W all of whose fibers are finite is called quasi-finite, and
we have just seen that finite morphisms are quasi-finite, but the opposite need
not be true. The projection of the hyperbola Z(X1X2 − 1) ⊂ A2 to the X1-line
A1 = Z(X2) is quasi-finite and dominant, but not surjective, hence not finite.

Exercise 2.10. Don’t get fooled to think that quasi-finite plus surjective is finite.
Show that (x1, x2) 7→ (x1−1)2 is a quasi finite, surjective morphism of Z(X1X2−1)
to A

1 which is not finite.

Exercise 2.11. Prove that a finite morphism is closed: the image of a closed set
is closed. Hint: reduce to showing that if f : Z →W is finite, then f(Z) is closed,
and then reduce to the finite and dominant case.

The geometric meaning of Noether normalization is now clear. Every affine
variety is a finite cover of some affine space (i.e. admits a finite dominant map to
Ad). Moreover, a close examination of the proof reveals that if Z is an algebraic set
in An, after a linear change of coordinates in An we may assume that the projection
of Z to the first d coordinates is a finite morphism.

2.4. Closed embeddings. Closed embeddings are special cases of finite mor-
phisms. A morphism f : Z →W is called a closed embedding if f∗ is surjective. If
we denote by I the kernel of f∗, then f∗ identifies k[Z] with k[W ]/I and f induces
therefore an isomorphism between Z and the closed subvariety ZW (I) of W .

2.5. Open immersions. A morphism between irreducible varieties f : Z → W is
called an open immersion if for every z ∈ Z there exists a g ∈ k[W ] such that f∗

induces an isomorphism

(27) f∗ : k[W ][1/g] ≃ k[Z][1/f∗g],
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and (f∗g)(z) 6= 0. For example, the projection of the hyperbola Z(X1X2 − 1) ⊂ A2

to the X1-line A1 = Z(X2) is an open immersion.
Open immersions have the following properties: they are birational, open (hence

clearly dominant), and injective.

Exercise 2.12. (i) Let k have characteristic p. Show that the map of raising to
power p is a bijective open morphism from A1 to itself, which is nevertheless not
birational, hence not an open embedding.

(ii) Let W = Z(X2
2 − X3

1 ) ⊂ A2. Show that the morphism f : A1 → W given
by f(t) = (t2, t3) is bijective, open and birational, but not an open immersion.
(Hint: the point z where the condition defining an open immersion is violated is
the origin.)

Using the notion of an open immersion we can answer the question left hanging in
the air before, about the precise relation between quasi finite and finite morphisms.

Theorem 2.3. (Zariski’s Main Theorem, Grothendieck’s version) A quasi finite
morphism f : Z → W between two irreducible varieties factors as f ′ ◦ i where i is
an open immersion Z → Z ′ (for an appropriate Z ′) and f ′ : Z ′ →W is finite.

There are many proofs of this celebrated theorem, but they are all beyond the
scope of these notes. For a transparent, purely algebraic (but lengthy) proof see
chapter 13 of Peskine’s book An algebraic introduction to complex projective geom-
etry, vol. I.

2.6. Normal varieties. Let Z be an irreducible variety. We want to study finite
birational morphisms f : Z ′ → Z. Such a morphism is surjective (since it is finite
and dominant) and generically one-to-one, i.e. there exists an open set DZ(g) ⊂ Z
such that f restricts to a bijection between f−1(DZ(g)) = DZ′(f∗g) and DZ(g).
See exercise 2.7. Typical examples are the morphism f in Exercise 2.12(ii), which
is finite, birational and bijective, yet not an isomorphism, or the morphism

(28) f : A
1 → Z = Z(X2

2 −X2
1 (1 −X1)) ⊂ A

2

given by f(t) = (1 − t2, t(1 − t2)), which is finite birational and one-to-one every-
where except above (0, 0), where the fiber contains two points. Both examples are
instances of blow-up maps, used to resolve singularities, which will be studied later
on in depth.

Exercise 2.13. Check all the assertions made above.

By the correspondence between affine varieties and rings, what we have to study
is finitely generated k-algebras B

(29) k[Z] ⊂ B ⊂ k(Z)

which are finite over k[Z]. It turns out that there exists a maximal such B that
contains all the others.

Definition 2.1. Let A be a subring of a field L. An element x ∈ L is integral over
A if it satisfies a monic algebraic equation with coefficients from A. The set of all
the elements of L which are integral over A is called the integral closure of A in L.
We call A integrally closed if it is equal to its integral closure in its field of fractions
(note that in the above definition, L may be larger than the field of fractions of A,
and that if A is a subfield of L, then being integral over A is the same as being
algebraic over A).
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Lemma 2.4. The following are equivalent:
(i) x is integral over A
(ii) A[x] is finite over A
(iii) There is a finite A-submodule M ⊂ L closed under multiplication by x.

Proof. The implications (i) ⇒ (ii) ⇒ (iii) are clear. Assume (iii) and letm1, . . . ,mr

be generators of M over A. Then

(30) xmi =
r∑

j=1

aijmj

for some aij ∈ A. As in the proof of the going up theorem, δ = det(xI − (aij)) = 0,
exhibiting a monic polynomial in A[X ] satisfied by x. �

If A ⊂ B ⊂ L are two subrings in a field L, we say that B is integral over A if
every element of B is integral over A.

Lemma 2.5. If A ⊂ B ⊂ C ⊂ L, B is integral over A, and C is integral over B,
then C is integral over A.

Proof. Let x ∈ C and let b1, . . . , bd be the coefficients of a monic polynomial from
B[X ] satisfied by x. Since every bi is integral over A, B′ = A[b1, . . . , bd] is a subring
of B which is finite over A (use induction on d and Exercise 1.11). Since B′[x] is also
finite over B′, B′[x] is finite over A. Since it is clearly stable under multiplication
by x, x is finite over A. �

Proposition 2.6. The integral closure of A in L is a subring of L, which is inte-
grally closed.

Proof. If x and y are integral over A, consider the subring A[x, y], which is finite
over A. Since it is stable under multiplication by x± y and xy, both these elements
are also integral over A. Hence the integral closure is a ring, and from the last
lemma it is integrally closed. �

Coming back to geometry, letB be the integral closure of k[Z] in k(Z). It contains
k[Z ′], for every morphism f : Z ′ → Z which is finite and birational. Suppose we

showed B is finitely generated over k, so that it is of the form k[Z̃] for a variety Z̃.
It is then generated by finitely many elements, each of which is integral over k[Z].

It follows that B is also finite over k[Z],i.e. the morphism Z̃ → Z is birational and
finite.

Lemma 2.7. The ring B is finitely generated over k.

Proof. Let us start by examining a special case, when A = k[X ] is the polynomial
ring in n variables, which is a unique factorization domain (Gauss’ Lemma). In this
case A is already integrally closed. In fact, if x ∈ L satisfies a monic polynomial

(31) xd + a1x
d−1 + · · · + ad = 0

with ai ∈ A, write x = u/v where u, v ∈ A are relatively prime, arriving at the
equation

(32) ud + a1u
d−1v + · · · + adv

d = 0.

If v is not a unit we get a contradiction, because v must divide ud, while it was
assumed to be relatively prime to u. Thus v is a unit, and x ∈ A.
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The general case is proven with the help of Noether’s normalization theorem.
Let A0 be a polynomial ring over which A is finite. Let L0 be the field of fractions
of A0, a purely transcendental extension of k. The field of fractions L of A is a
finite extension of L0 because A is finite over A0, so L is generated by finitely many
elements which are algebraic over L0. The integral closure B of A in L is the same
as the integral closure of A0, because the elements of A are anyhow integral over
A0. Thus we may forget A, and prove that the integral closure of A0 in a finite
extension L of L0 is finitely generated over k.

Let us assume that L is a separable extension of L0 (which is always the case if
the characteristic is 0). Let 〈., .〉 be the trace form

(33) 〈x, y〉 = TrL/L0
(xy).

Since L/L0 is separable, this is a non-degenerate bilinear form. Let ω1, . . . , ωr
(r = [L : L0]) be a basis of L over L0 consisting of elements which are integral
over A0. (Exercise: prove that for every ω ∈ L there exists an a ∈ A0 such that aω
is integral over A0, hence such a basis exists).) Let {ω′

i} be the dual basis w.r.t.
the trace form. If x ∈ B then 〈x, ωi〉 ∈ A0 because, being the trace of the integral
element xωi (the sum of Galois conjugates, all of which are integral over A0), it is
also integral over A0. But 〈x, ωi〉 ∈ L0, and A0 is integrally closed in L0. As 〈x, ωi〉
is the coefficient of ω′

i in the expansion of x, this means that

(34) B ⊂
r∑

i=1

A0ω
′
i.

Finally, A0 is noetherian, so every submodule of a finitely generated module is
finitely generated. Hence B is finite over A0, and therefore finitely generated over
k.

Without assuming sepearability of L over L0 one has to work a little harder. We
omit the details and refer the reader to the literature. �

We summarize the discussion in geometric terms.

Theorem 2.8. Let Z be an irreducible affine variety. There exists a finite birational
morphism f̃ : Z̃ → Z which is maximal in the sense that for any other finite
birational morphism f : Z ′ → Z there exists a unique finite birational morphism
h : Z̃ → Z ′ such that f̃ = f ◦ h.

The variety Z̃ and the morphism f̃ are unique up to isomorphism.

An irreducible variety Z is called normal if k[Z] is integrally closed. The variety

Z̃ constructed above is called the normalization of Z. When we study later on
smooth varieties, we shall see that smooth implies normal. However, for many
purposes normal is a good enough substitute to smooth, and it is much easier to
construct the normalization than to resolve singularities (in particular, resolution
of singularities in characteristic p is still an open problem).

2.7. Dimension. We give three equivalent definitions of the dimension of an irre-
ducible variety Z. The dimension of a reducible variety is defined to be the maximum
of the dimensions of its irreducible components.

First definition: dimZ is the transcendence degree of the field of rational func-
tions k(Z) over k (i.e. the maximal number of algebraically independent elements).
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Second definition: dimZ is the maximal length d of a chain

(35) Z = Z0 ⊃ Z1 ⊃ · · · ⊃ Zd

of non-empty irreducible varieties strictly contained in each other.
Third definition: dimZ = d if there is a finite map from Z to Ad.
Noether normalization guarantees that such a map exists, but the fact that the

d it yields is well-defined only follows from the equivalence of the third definition
with the first two. The first definition has the corollary that dimZ is a birational
invariant: if Z and Z ′ are birationally equivalent, they have the same dimension.
The second definition may be phrased entirely in terms of the ring k[Z] : it is the
maximal length d of a chain

(36) 0 = P0 ⊂ P1 ⊂ · · · ⊂ Pd

of prime ideals in k[Z] properly contained in each other. This definition makes
sense in any commutative ring R (if R is not a domain the chain will not start with
P0 = 0) and leads to the notion of the Krull dimension of R.

Theorem 2.9. The three definitions are equivalent.

Proof. Let Z ⊂ An and let xi = XimodI(Z) be the ith coordinate function. If
k[Z] is a finite extension of k[y1, . . . , yd] and the yi are algebraically independent
over k then k(Z) is generated over K = k(y1, . . . , yd) by the xi which belong to the
subring K ·k[Z] of k(Z). Since this subring is a finite dimensional vector space over
K, the xi are algebraic over K, hence the transcendence degree of k(Z) is d (and
K · k[Z] = k(Z)). This shows the equivalence of the first and the third definitions.

Maintaining the same notation let W1, . . . ,Wr be the irreducible components
of the closed subset W of Z defined by the equation yd = 0. If y1, . . . , yd−1 are
algebraically dependent on each Wi, then they satisfy there an equation

(37) pi(y1, . . . , yd−1) = 0

and the polynomial which is the product of the pi vanishes identically onW . ButW
maps under (y1, . . . , yd−1) surjectively onto Ad−1, so this is impossible. It follows
that at least on one of the Wi, which we call Z1, the functions y1, . . . , yd−1 are
algebraically independent, so the transcendence degree of k(Z1) is at least d − 1.
We may then continue by induction to construct a chain of length d of irreducible
varieties strictly contained in each other, so, denoting the dimensions according to
the various definitions by dI , dII and dIII we have the inequality dII ≥ dI .

Suppose on the other hand that we start with a chain of length d as in the second
definition. Let fi be a function in k[Z] which vanishes identically on Zi but not
on Zi−1. We claim that f1, . . . , fd are algebraically independent, hence dI ≥ dII .
By induction we may assume that f2, . . . , fd are algebraically independent in k[Z1].
Suppose the equation

(38)
m∑

i=0

Gi(f2, . . . , fd)f
i
1 = 0

held in Z. Since Z is irreducible, and f1 does not vanish on it identically, we may
assume that G0 is not the zero polynomial. But then G0(f2, . . . , fd) = 0 holds
identically on Z1, contradicting the induction hypothesis. �

Exercise 2.14. Prove that if f : Z →W is a finite morphism, dim(Z) ≤ dim(W ),
and that if Z →W is dominant dim(Z) ≥ dim(W ).
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Exercise 2.15. Prove that if f ∈ k[X1 . . . , Xn] is nonconstant, the hypersurface
Z(f) in An has dimension n− 1.

In fact, every irreducible component of Z(f) has dimensiuon n−1, and the same
is true for hypersurfaces in any irreducible variety.

Theorem 2.10. Let W be an irreducible affine variety. Let f ∈ k[W ] be a nonzero
element. Then if f is not a unit in k[W ], the dimension of any irreducible compo-
nent Z of ZW (f) satisfies dim(Z) = dim(W ) − 1.

Proof. It is clear that dim(Z) ≤ dim(W ) − 1 because any chain of irreducible
varieties in Z yields a chain one longer in W . It is not easy however to prove the
inverse inequality, because it is not clear that we can force a chain of maximal length
to “pass through Z”. Translating into commutative algebra gives the equivalent
statement that if P is a minimal prime containing f, then the Krull dimension of
k[W ]/P is one smaller than the Krull dimension of k[W ]. This translation does
not circumvent the difficulty. In fact, the theorem is non-trivial, and is known as
Krull’s Hauptidealsatz.

Let f ∈ k[W ] and assume first that Z = ZW (f) is itself irreducible. Let ϕ :
W → Ad be a finite surjective map as in Noether’s normalization theorem. The
map F = (ϕ, f) : W → Ad+1 is also finite. Since finite morphisms are closed and
since W was irreducible, F (W ) is an irreducible algebraic set. Since finite dominant
maps preserve the dimension, F (W ) is of dimension d. Let h be an irreducible
polynomial in X1, . . . , Xd+1 vanishing on F (W ). The ring k[X1, . . . , Xd+1] is a
unique factorization domain (Gauss’ lemma) and h being irreducible implies that
(h) is a prime ideal, hence Z(h) is irreducible. Then F (W ) ⊂ Z(h) and both are
irreducible of dimension d, so they must coincide. Write

(39) h =

m∑

i=0

hi(X1, . . . , Xd)X
i
d+1.

The finite map F : W → Z(h) restricts to a finite map of Z to Z(h,Xd+1). But
ZAd+1(h,Xd+1) = ZAd(h0) is d − 1 dimensional because h0 is neither zero (or h
would be reducible) nor a unit (or f would be a unit). Since a finite dominant map
preserves dimension, Z is d− 1 dimensional as well.

In the general case, let g ∈ k[W ] vanish on all the irreducible components of
ZW (f) other than Z. Let W ′ be the affine variety whose coordinate ring is k[W ′] =
k[W ][1/g]. The function fields k(W ) = k(W ′) coincide, so dim(W ′) = dim(W ) = d.
The inclusion k[W ] ⊂ k[W ′] corresponds to an injective morphism W ′ →W whose
image is DW (g). It follows that

(40) ZW ′(f) = W ′ ∩ ZW (f) = W ′ ∩ Z
is irreducible, so by what we have shown already d−1 = dim(W ′∩Z) ≤ dim(Z). �

3. Sheaves

3.1. Presheaves. Sheaves are the main tool that is used in geometry to pass from
local to global. They are also indispensible for the study of cohomology later on.

Let X be a topological space. A presheaf A of abelian groups on X is the
assignment of an abelian group A(U) (called the group of sections of A over U) to
every open set U ⊂ X, and homomorphisms of abelian groups rUV : A(U) → A(V )
whenever V ⊂ U (called the restriction homomorphisms) satisfying (i) rUU = idA(U),
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and rVW ◦ rUV = rUW whenever W ⊂ V ⊂ U are three open sets. We shall also use
the notation s|V for rUV (s).

A homomorphism of presheaves f : A → B is a collection of homomorphisms
fU : A(U) → B(U) for every open set U satisfying

(41) fV ◦ rUV = rUV ◦ fU
whenever V ⊂ U (where we used the same notation for the restriction maps in A
and B). A sub-presheaf A ⊂ B is a presheaf in which every A(U) is a subgroup
of B(U) and fU , the inclusion, commutes with the restriction maps. The quotient
presheaf A/B is then defined as usual.

Exercise 3.1. Let τX be the category whose objects are the open sets of X, where
Mor(V, U) is empty unless V ⊂ U, in which case it consists of a single element iUV
(called the inclusion of V in U). Define the composition law in τX and show that
a presheaf of abelian groups on X is the same as a contravariant functor from the
category τX to the category Ab of abelian groups. Define a presheaf of sets, or of
commutative rings, in the same way.

Example 3.1. Let A be an abelian group. The presheaf of A-valued functions on
X associates to U the group AU . The maps rUV are the ordinary restriction maps.
If A is a topological group, the presheaf of continuous A-valued functions associated
to U the continuous functions from U to A. If A = R this is a presheaf of rings.
If A is equipped with the discrete topology, then this becomes the presheaf of locally
constant A-valued functions. If A = R and X is a smooth differentiable manifold we
can talk about the presheaf of smooth real-valued functions. We can also talk about
the presheaf of differential p-forms for any 0 ≤ p ≤ dimX (here we assume that
the reader is familiar with the notion of a differential form on a smooth manifold).

A presheaf S is a sheaf if it satisfies the sheaf axiom: S(∅) = 0, and for any
open set U and any covering {Uα} of U by open sets, given a collection of elements
sα ∈ S(Uα) such that

(42) rUα

Uα∩Uβ
sα = r

Uβ

Uα∩Uβ
sβ ,

then there exists a unique s ∈ S(U) such that rUUα
s = sα for every α . This

axiom guarantees the existence and uniqueness of gluing. The homomorphisms
between two sheaves are the homomorphisms between them as presheaves. Thus
the category of sheaves on X is a full subcategory of the category of presheaves.

Exercise 3.2. Check that in all of the above examples, the presheaves are in fact
sheaves. If f : A → B is a homomorphism between two sheaves, define the kernel
presheaf K by K(U) = ker fU , and prove that it is a sheaf too. However, the cokernel
presheaf will not be a sheaf in general!

3.2. Stalks. Let A be a presheaf of abelian groups on X . The stalk of A at x ∈ X
is the group

(43) Ax = lim
→

A(U)

where U runs over all open neighborhoods of x. For example, if X is the complex
plane and O is the sheaf of holomorphic functions, Ox is the ring of all power
series centered at x with positive radius of convergence. In this case the maps
O(U) → O(V ) for connected neighborhoods x ∈ V ⊂ U are injective. In other
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examples, such as the sheaf of continuous functions, the maps are not injective,
and an element of Ax may not be identified with a function in any neighborhood of
x. It is rather a germ of a function, two functions (defined in some neighborhood)
defining the same germ if there is an even smaller neighborhood where they coincide.

A morphism f : A → B of presheaves defines homomorphisms fx between their
stalks at every x ∈ X .

Exercise 3.3. Let A be the presheaf of sets on the complex plane assigning to every
open set U the set of holomorphic functions f on U satisfying there zf ′(z) = 1.
Show that this is a sheaf. Show that its stalk at every point other than 0 is non-
canonically identified with C, while the stalk at 0 is empty. What is A(U) if U is
the punctured unit disk? If U is the union of 2 disjoint disks not containing 0?

3.3. Sheaves. The presheaf of discontinuous sections A† attached to A is defined
by

(44) A†(U) =
∏

x∈U

Ax

with the obvious restriction maps. A homomorphism f : A → B of presheaves
defines f † : A† → B†. Furthermore, there is a canonical map

(45) ι : A → A†

assigning to s ∈ A(U) the section s† ∈ A†(U) where s†(x) = sx. A section σ ∈
A†(U) is called continuous if there is an open covering {Uα} of U such that σ|Uα

=

s†α for some sα ∈ A(Uα). We let Ã denote the sub-presheaf of A† consisting of
continuous sections.

Exercise 3.4. (i) Show that Ã is a sheaf, and that Ax = Ãx = A†
x.

(ii) Show that the image of ι lies in Ã.
(iii) Show that A is a sheaf if and only if ι is an isomorphism of A onto Ã.
(iv) Show that Ã has the following universal property: for every homomorphism

f : A → S where S is a sheaf, there is a unique homomorphism f̃ : Ã → S such
that f = f̃ ◦ ι.
Exercise 3.5. Let A be an abelian group and A the constant presheaf with group

A. Show that Ã can be identified with the locally constant functions from X to A.

The sheaf Ã is called the sheafification of the presheaf A. Sometimes it is conve-
nient to introduce a special terminology for ι being injective. Such presheaves are
called decent. A presheaf is decent if and only if it is a subpresheaf of a sheaf.

3.4. The category of sheaves; quotients. Let X be a topological space. The
category of abelian sheaves on X is additive: Hom(A,B) is an abelian group,
composition of morphisms is bilinear, and finite direct sums of sheaves serve as
categorical products and coproducts. We define the kernel of a morphism of sheaves
as the kernel in the category of presheaves. However, to define the cokernel we take
the presheaf cokernel and sheafify it. With these definitions it is not difficult to
verify that the category of sheaves on X is an abelian category. A short exact
sequence

(46) 0 → A → B → C → 0
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is a sequence of sheaves such that A is a subsheaf of B and C is the sheafification
of the presheaf B/A. For every open U,

(47) 0 → A(U) → B(U) → C(U)

is then exact. We say that the functor of global sections (on U) is left exact.

Exercise 3.6. Show that a short sequence of sheaves is exact if and only if for
every x ∈ X the corresponding sequence of stalks is a short exact sequence of abelian
groups.

Exercise 3.7. Let X = C\ {0} (with the usual topology). Consider the short exact
sequence of sheaves

(48) 0 → C → O → Ω1 → 0

where C is the constant sheaf, O is the sheaf of holomorphic functions and Ω1 the
sheaf of holomorphic 1-forms. Check that the sequence is exact. Prove that the
sequence of global sections

(49) 0 → C → O(X) → Ω1(X)

is not right exact. Hint: dz/z has no primitive on X. We say that the functor of
global sections is not right-exact. Conclude that the presheaf O/C is not a sheaf.

As a matter of notation, from now on, if A is a subsheaf of a sheaf B, we denote
by B/A the sheaf quotient, i.e. the sheafification of the quotient presheaf.

A sheaf is flabby if the restriction maps rUV are surjective. For example, the sheaf
of discontinuous sections of a presheaf is always flabby.

Exercise 3.8. Show that if

(50) 0 → A → B → C → 0

is an exact sequence of sheaves and A is flabby, then for every open set U, B(U) →
C(U) is surjective.

Exercise 3.9. Show that if A and B are flabby, so is C.
3.5. Maps between spaces and operations on sheaves. Let f : X → Y be a
continuous map between topological spaces. We want to transfer sheaves from one
space to the other. If A is a sheaf (of abelian groups) on X, its push-forward (or
direct image) f∗A is defined by

(51) f∗A(V ) = A(f−1V ).

Exercise 3.10. (i) Check that f∗A is a sheaf.
(ii) If α : A → B is a sheaf homomorphism on X, define in a functorial way

f∗α : f∗A → f∗B.
(iii) Show that if 0 → A → B → C → 0 is a short exact sequence of sheaves on

X,

(52) 0 → f∗A → f∗B → f∗C
is exact.

(iv) If Y = {y} is a one-point space, sheaves over it are just abelian groups, and
if f : X → {y} is the constant map f(x) = y, then f∗A = A(X). Deduce that f∗ is
not right exact in general.



18 EHUD DE SHALIT, HEBREW UNIVERSITY, SPRING 2010

In the opposite direction the definition is more involved, but the result has better
properties. Let A be a sheaf on Y this time. Define

(53) f−1A(U) = lim
→

A(V )

where the limit is over the directed set of all open sets V in Y containing f(U).
Note that f need not be open, but if it is, this is just A(f(U)).

Exercise 3.11. Show that f−1A is a sheaf, and that if α : A → B is a homomor-
phism, then f−1α : f−1A → f−1B is functorially defined. Show that the stalk of
f−1A at x is canonically identified with the stalk of A at f(x). Using this show that
f−1 is an exact functor form sheaves on Y to sheaves on X.

Let f : X → Y be a continuous map of topological spaces. Let F be an abelian
sheaf on X and G an abelian sheaf on Y . An f -homomorphism φ from G to F is a
collection of homomorphisms

(54) φV : G(V ) → F(f−1V )

for every open V ⊂ Y commuting with the restriction maps. By definition, this is
the same as a sheaf homomorphism from G to f∗F (over Y ). Now if U is open in
X and V ⊃ f(U), we may follow φV by the restriction from f−1V to U, to get a
map

(55) φV,U : G(V ) → F(U).

If V ⊃ V ′ ⊃ f(U), then φV ′,U ◦ rV,V ′ = φV,U . In this way we get from φ also a
homomorphism from f−1G to F (over X).

Exercise 3.12. Prove that

(56) HomX(f−1G,F) = HomY (G, f∗F).

One says that f−1 is left adjoint to f∗ and f∗ is right adjoint to f−1. Describe
the canonical maps f−1f∗F → F and G → f∗f

−1G.
Exercise 3.13. Describe the sheaves f−1G and f∗F when f : X → Y is the
inclusion of a closed subset.

4. General varieties

We shall use the language of sheaves to define the general notion of a variety.
We start by localizing the notion of a regular function on an affine variety, and we
shall then globalize by gluing to get the most general varieties.

4.1. The structure sheaf O on an affine variety. Let Z be an affine variety.
We define a sheaf of rings O in the Zariski topology on Z (called the sheaf of regular
functions, or the structure sheaf). Let U be Zariski open. We let O(U) be the ring
of functions f : U → k for which, for every x ∈ U, there exist g, h ∈ k[Z], g(x) 6= 0,
such that gf = h on U .

We remark that if there were g, h as above such that gf = h held in a neigh-
borhood x ∈ Ux ⊂ U only, then choosing u ∈ k[Z] vanishing on U − U ′ but not at
x, and replacing g and h by gu and hu, we could get the identity to hold in all of
U . From this remark it follows at once that O satisfies the sheaf axiom: Suppose
{Uα} is a covering of U and f |Uα

is of the prescribed form for each α. Given x, x
belongs to some Uα, hence there exist g and h satisfying gf = h in Uα, g(x) 6= 0.
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But then f satisfies the same condition (with different g, h) in all of U . Since this
holds for every x, f ∈ O(U).

Lemma 4.1. We have O(Z) = k[Z].

Proof. Let f ∈ O(Z) and let I be the collection of all the g ∈ k[Z] such that
gf ∈ k[Z]. Clearly I is an ideal in k[Z], and by definition, for every x ∈ Z there
is a g ∈ I such that g(x) 6= 0. By the Nullstellensatz, I = k[Z], so 1 ∈ I and
f ∈ k[Z]. �

Exercise 4.1. Suppose that Z is irreducible. Modify the proof to show that

(57) O(DZ(g)) = k[Z][1/g].

Exercise 4.2. Let Z = A2 and U = A2 − {(0, 0)} . Show that O(U) = k[X1, X2].
Hint: k[X1, X2] is a unique factorization domain.

The stalk of O at x ∈ Z is called the local ring at x. Recall that a commutative
ring R is called local if it has a unique maximal ideal M, i.e. R\M = R×. To justify
the terminology we show now that Ox is local. We can clearly associate to every
φ ∈ Ox its value φ(x) at x (why?), and we let mx ⊂ Ox be the kernel of evaluation
at x. If φ /∈ mx, let f ∈ O(U) (for some x ∈ U) represent φ. Let g, h ∈ k[Z]
be such that gf |U = h|U , and g(x) 6= 0. Then h(x) 6= 0 as well. The open set
V = U ∩DZ(hg) is a neighborhood of x and 1/f ∈ O(V ) because h(1/f)|V = g|V .
It follows that 1/f ∈ O(V ) represents 1/φ so φ is invertible, and mx is the unique
maximal ideal.

Moreover, if f : Z →W is a morphism, there is a pull-back ring homomorphism
for every open U ⊂W

(58) f#
U : OW (U) → OZ(f−1U).

This homomorphism induces homomorphisms f#
x : OW,f(x) → OZ,x for every x ∈

Z, which are local : they send mW,f(x) to mZ,x. The collection
{
f#
U

}
constitute a

f -homomorphism from OW to OZ .

4.2. General varieties. We are now ready to define the abstract notion of a va-
riety.

Definition 4.1. A variety over k is a pair (X,OX) consisting of a topological space
X and a sheaf of functions OX from X to k, for which there exist: a finite open
cover

(59) X =

r⋃

i=1

Ui,

affine varieties Zi, and homeomorphisms

(60) φi : Ui ≈ Zi

(Ui with the induced topology, Zi with the Zariski topology), so that the pull back of

functions φ#
i identifies the sheaf OZi

with the sheaf OX |Ui
(i.e. φ#

i is an isomor-

phism of OZi
(V ) with OX(φ−1

i V ) for every open V ⊂ Zi).

Here the restriction of a sheaf to an open subspace of X is defined in the obvious
way. An open subset U of X for which such an isomorphism can be found is called
an affine open subset.
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Example 4.1. Every affine variety Z is in an obvious way a variety, and every
principal open set in it is affine. Indeed, if g ∈ k[Z] consider

(61) Zg =
{
(x, t) ∈ Z × A

1; g(x)t = 1
}
.

This is an affine variety and φ : DZ(g) ≈ Zg, φ(x) = (x, g(x)−1) is a homeomor-
phism carrying OZg

to OZ |DZ (g). Every open subset of a variety is a variety, but an
open subset of an affine variety need not be affine. Open subsets of affine varieties
are called quasi-affine.

A morphism f : (X,OX) → (Y,OY ) between two varieties is a continuous map
f : X → Y such that for every V open in Y and every s ∈ OY (V ), f#(s) = s ◦ f ∈
OX(f−1V ) = f∗OX(V ). In other words, pull back by f,

(62) f# : OY → f∗OX

is a sheaf homomorphism.
Let X be covered by open affines Ui, and Y by open affines Vj , and let φi and

ψj be isomorphisms of Ui and Vj with affine varieties Zi and Wj respectively, as
in the definition of a variety above. Then in these charts f : X → Y is given by a
collection of maps

(63) fij : f−1Vj ∩ Ui → Vj .

Since principal open subsets are affine and they form a basis for the topology, we
may refine the affine cover of X so that for each i there is a j such that Ui ⊂ f−1Vj .

In such a case fij : Ui → Vj , and f is a morphism if and only if ψj ◦ fij ◦ φ−1
i is a

morphism from Zi to Wj for every pair of indices such that Ui ⊂ f−1Vj .
The local rings OX,x are called the local rings of X .
The notions of irreducibility and irreducible components generalize to arbitrary

varieties without any difficulties. If X is an irreducible variety, every open subset
in it is dense. If U and V are two affine open subsets of X, and W is an open affine
contained in both, then the function fields k(U), k(V ) and k(W ) all coincide. We
call this the function field of X, and denote it by k(X). We let dimX be the dimen-
sion of any open affine subset of it, which, as we have seen, is the transcendence
degree of k(X) over k. Recall that the Krull dimension of a commutative ring is
the maximal length of a chain of prime ideals in the ring, a chain of d + 1 ideals
with d inclusions counting as having length d. It can be shown that for any x ∈ X,

(64) Krull- dimOX,x = dimX.

Exercise 4.3. If X is irreducible, show that k(X) = lim
→

O(U) where the limit is

over all the non-empty open subsets of X.

4.3. Products. Products of affine varieties are again affine varieties in an obvious
way (why?). Note however that the Zariski topology on the product is not the
product topology (think of A1 × A1).

Exercise 4.4. Prove that if X and Y are affine,

(65) k[X × Y ] ≃ k[X ] ⊗ k[Y ].

Hint: If X and Y are affine spaces, this is easy. In general, let I(X) and I(Y ) be
their ideals. Define maps

(66) k[An]/I(X) ⊗ k[Am]/I(Y ) → k[An+m]/I(X × Y )
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and, in the converse direction, a map from k[An+m]. To prove that the converse
map factors through I(X × Y ) you will have to show that

(67) I(X × Y ) = I(X) ⊗ k[Am] + k[An] ⊗ I(Y ).

We now define the product of two abstract varieties. As a set X × Y is the
cartesian product. As a basis of the topology we take U open in X, V open in Y ,
fi ∈ OX(U), gi ∈ OY (V ), and consider sets of the form

(68)
{
(x, y) ∈ U × V ;

∑
fi(x)gi(y) 6= 0

}
.

If X and Y are affine, we recover the Zariski topology on X × Y. If W is open in
X×Y, a function f ∈ OX×Y (W ) if W can be covered by open sets Wα of the above
form, and for each α there are ui ∈ OX(U), vi ∈ OY (V ) such that

(69) f |Wα
=

∑
ui(x)vi(y)

(
∑
fi(x)gi(y))

m

for some m.
With this definition of OX×Y it is clear that X × Y is a variety. The universal

property of the product is the following.

Proposition 4.2. Let Z be an arbitrary variety. Let πX and πY denote the pro-
jections to X an Y. Then

(70) φ→ (πXφ, πY φ)

is a bijection (of sets) between Mor(Z,X × Y ) and Mor(Z,X) ×Mor(Z, Y ).

Exercise 4.5. (i) Prove that X × Y is irreducible if both X and Y are. (ii) Prove
that dim(X × Y ) = dimX + dim Y.

4.4. Projective varieties. Besides affine varieties, a very important class is that
of projective varieties. Recall that PN is the collection of lines through the origin
in A

N+1. If a = (a0, . . . , aN ) is not the origin, we denote by [a] = (a0 : · · · : aN ) the
unique line passing through a. Thus [a] = [b] if and only if there exists a non-zero
λ such that b = λa.

An ideal I ⊂ k[X0, . . . , XN ] is called homogenous if whenever f =
∑
fi ∈ I and

fi is homogenous of degree i, then fi ∈ I for every i. Let I be a homogenous ideal.
By Hilbert’s basis theorem we may assume that I is generated by finitely many
homogenous polynomials. The converse is also true (and easy): an ideal generated
by homogenous polynomials, is homogenous. Now homogenous polynomials have
the property that f(λa) = 0 whenever f(a) = 0. Thus the zero set of I in AN+1 is
a union of lines, and defines a subset

(71) Z = ZPN (I) ⊂ P
N .

A projective algebraic set is such a Z. The projective algebraic sets are the closed
sets for the Zariski topology on PN , and the Zariski topology on a given Z is the
relative topology. We define a sheaf of rings OZ as follows. If U is Zariski open,
we let OZ(U) consist of all the functions f : Z → k for which there exists an open
cover {Uα} of U, and homogenous polynomials of the same degree hα, gα such that
gα(x) 6= 0 for every x ∈ Uα, and f |Uα

= hα/gα. Note that hα/gα is a well-defined
function on Uα.

We now show that (Z,OZ) is an abstract algebraic variety. To that end we cover
P
N by N+1 affine sets A

N
i (0 ≤ i ≤ N), the set of points a where ai 6= 0.We employ
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xj = Xj/Xi (j 6= i) as affine coordinates on ANi . If f1, . . . , fk are homogenous

polynomials defining Z, the polynomials f
(i)
l obtainded by substituting 1 for Xi

and xj for Xj if j 6= i, define Zi = Z ∩ANi . Thus Z is obtained by gluing the affine
algebraic sets Zi along their intersections. Moreover, OZ |Zi

= OZi
, so (Z,OZ) is

an abstract algebraic variety.

Exercise 4.6. (Segre) Consider the map ι : PN ×PM → P(N+1)(M+1)−1 defined by

(72) ι([a], [b]) = (a0b0 : · · · : aNbM ).

Show that its image is the closed projective subset defined by the equations ZijZkl =
ZilZkj for all choices of indices. Here we have used the variables Zij (0 ≤ i ≤ N,

0 ≤ j ≤M) on P(N+1)(M+1)−1. Let X ⊂ PN and Y ⊂ PM be closed sets defined by
the homogenous equations f(X0, . . . , XN) = 0 and g(Y0, . . . , YM ) = 0 (for simplicity
of notation, assume these are hypersurfaces). Show that ι(X × Y ) is the closed set
defined by ZijZkl = ZilZkj , and by the equations f(Z0j , . . . , ZNj) = 0 (0 ≤ j ≤M),
g(Zi0, . . . , ZiM ) = 0 (0 ≤ i ≤ N).

Exercise 4.7. Let Z ⊂ AN be a closed affine set and I = I(Z). If f(X1, . . . , XN ) ∈
I and d = deg(f) let

(73) f∗(X0, . . . , XN) = Xd
0f(X1/X0, . . . , XN/X0).

Let I∗ be the homogenous ideal in k[X0, . . . , XN ] generated by f∗ for f ∈ I. Let
Z∗ ⊂ PN be the closed projective set defined by I∗. Show that Z∗ ∩ AN0 = Z, and
that Z∗ is the closure of Z in PN . Study the case N = 2, where Z is defined by a
single equation f = 0, and show that Z∗ −Z may be identified with the roots in P1

of the highest homogenous part of f .

Open subsets of projective varieties are called quasi-projective. Affine and quasi-
affine varieties are quasi-projective.

4.5. Separatedness. Products of affine varieties are affine. Products of projective
varieties are projective (as the Segre embedding shows). However, products of
general varieties may turn out to be pretty nasty. Consider the variety X obtained
by gluing two copies of A1 along the complement of the origin, the so called “affine
line with double origin”. The two origins can not be separated by regular functions:
every regular function on an open set U containing both origins that vanishes at
one of them, vanishes at the other. The product X ×X has two x-axis, two y-axis
and four origins. Let ∆ be the diagonal in X×X. Then ∆ is not closed : let o1 and
o2 be the two origins of X . Suppose there were a neighborhood of (o1, o2) ∈ X×X
disjoint from ∆. By the definition of the topology of the product, there would be
open sets U and V containing o1 and o2 respectively, and functions fi and gi on
them such that

∑
fi(o1)gi(o2) 6= 0, but

∑
fi(x)gi(y) = 0 on ∆ ∩ (U × V ). But

this is impossible: since gi(o1) = gi(o2) we would have
∑
fi(o1)gi(o1) 6= 0, hence

the rational function
∑
fi(x)gi(x) would vanish at only finitely many x′s and in

particular will not vanish on ∆ ∩ (U × V ).
A variety X is called separated if the diagonal ∆ is closed in X×X. For example,

if for every two distinct points o1 and o2 we can find an open U containing both and
f ∈ OX(U) separating the points, then ∆ is closed. Indeed, the subset of U × U
where f(x) − f(y) 6= 0 is a neighborhood of the point (o1, o2) not meeting ∆.
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Proposition 4.3. Let f : X → Y be a morphism, and assume that Y is separated.
Then

(i) the graph Γf ⊂ X × Y is closed
(ii) any closed subvariety of Y is separated
(iii) the product of two separated varieties is separated
(iv) affine and projective varieties are separated.

Proof. For (i), Γf = (f × 1)−1(∆Y ) is closed if ∆Y is. For (ii), if f is the inclusion
of X in Y, then ∆X = Γf is closed in X × Y, hence clearly in X ×X. Part (iii) is
left as an exercise, and part (iv) follows, for example, because in these cases points
can be separated by functions as in the discussion above. �

A nice feature of separated varieties is that if U and V are affine open subsets,
U ∩ V is again open affine. Indeed,

(74) U ∩ V = ∆ ∩ (U × V ).

Clearly, U × V is affine, and a closed subset of an affine variety is affine, so if ∆ is
closed, U ∩ V is affine.

4.6. Complete varieties. Projective varieties have remarkable properties that
make them very different from their affine counterparts. For example, the only
everywhere regular functions on an irreducible projective variety are the constants.
This property (and others) are shared, more generally, by complete varieties.

Definition 4.2. A variety Z is complete if it is separated, and if for every variety
Y, the projection Z × Y → Y is closed (maps closed sets to closed sets).

The affine line is not complete: take Y = A1 also, and consider the hyperbola
xy = 1, which is closed in A1 × A1, but gets mapped to the non-closed A1 − {0}
under the projection to the second variable. If we were dealing with the classical
topology, and Z were compact, then the projection π : Z×Y → Y would be closed:
let W ⊂ Z × Y be closed, and suppose yi ∈ π(W ) converged to y. Let (zi, yi) ∈W.
Passing to a subsequence we could assume, from the compactness of Z, that zi
converge to z. But then (z, y) ∈ W so y ∈ π(W ). In fact, it is easy to see that in
the classical topology, our property characterizes compactness. Since in the Zariski
topology every variety is quasi-compact, completeness is the right substitute for
compactness. If k = C, Z is complete if and only if Z(C) is compact in the classical
topology.

Proposition 4.4. (i) Let Z be complete and irreducible. Then OZ(Z) = k. (ii) A
closed subset of a complete variety is complete.

Proof. (i) Let 0 6= f ∈ OZ(Z) so that DZ(f) is open and dense. The set

(75)
{
(z, t) ∈ Z × A

1; tf(z) = 1
}

is closed and irreducible, so its projection to A1 must be the whole A1 or a point.
Since the projection does not contain 0, it must be a single point. This means that
f is constant. Part (ii) is clear because if W ⊂ Z ′ × Y is closed and Z ′ is closed in
Z, then W is also closed in Z × Y. �

Theorem 4.5. Let Z be a projective variety in PN . Then Z is complete.
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Proof. By (ii) of the proposition it is enough to prove that PN itself is complete.
It is enough to show that if Y is affine, the projection

(76) π : P
N × Y → Y

is closed, because every Y is a union of finitely many open affines Yi, and if Wi =
W ∩ (PN × Yi), clearly π(W ) ∩ Yi = π(Wi). If every π(Wi) is closed in Yi, π(W ) is
closed. As a last reduction, we can now replace Y by AM , since if W is closed in
P
N × Y and Y is closed in A

M , then W is closed in P
N × A

M and our goal is to
prove that its projection to AM is closed.

Let I(W ) ⊂ k[X0, . . . , XN , Y1, . . . , YM ] be the ideal of polynomials vanishing on

W. The affine algebraic set W̃ ⊂ AN+1 × AM defined by I(W ) is the cone over W

in the X-variables: if (x, y) ∈ W̃ , then (λx, y) ∈ W̃ . This implies (as in the case
where there are no Y ’s) that I(W ) is homogenous in the X-variables, and therefore
is generated by finitely many polynomials fl (0 ≤ l ≤ r) which are homogenous, say
of degree dl ≥ 0, in the X-variables. For n ≥ max dl consider the homomorphism

(77) βn :

r∑

l=1

Pn−dl
⊗ k[Y ] → Pn ⊗ k[Y ]

where Pn is the vector space of homogenous polynomials of degree n in the X-
variables, obtained by multiplying the l-th summand by fl. In terms of a basis of
the Pn’s (to fix ideas use the lexicographic ordering of monomials) βn is given by a
matrix Bn with coefficients in k[Y ]. If y ∈ AM we let βn(y) be the homomorphism
obtained by specializing Yj to yj , and Bn(y) the corresponding matrix.

Now y /∈ π(W ) if and only if the ideal (fl(y)) ⊂ k[X ] defines the empty set or
the origin. In the first case it is the whole ring k[X ]. In the second case, by the
Nullstellensatz, it contains Pn for large enough n. Thus y /∈ π(W ) if and only if
βn(y) is surjective for some n. However, βn(y) is surjective if and only if rankBn(y)
is maximal (and equal to dimPn), a condition which is tested by the non-vanishing
of one of the maximal minors of Bn. Conversely, y ∈ π(W ) if for every n, all the
maximal minors of Bn vanish. This is the intersection of closed conditions, hence
π(W ) is closed. We remark that by Noetherianity, finitely many such conditions
suffice to characterize π(W ), and this can be made effective: a bound on the n
for which one has to test the minors of Bn can be computed. Kempf quotes n =
(max dl − 1)(N + 1) + 1. �

As a corollary, if f : X → PN is a morphism, and X is complete, f(X) must
be closed (projective). There do not exist any non-constant morphisms from a
complete variety to AN .

4.7. Intersections in projective space. Another useful property of projective
varieties concerns intersections of subvarieties. In affine varieties, two rather large
subvarieties may not intersect: for example, parallel hyperplanes in affine space. In
projective varieties this can not happen, and moreover there is a lower bound on
the dimension of the components of the intersection.

Theorem 4.6. (i) Let X and Y be irreducible closed subvarieties of A
N . Then

every component of X ∩ Y has dimension which is at least dimX + dimY −N.
(ii) Let X and Y be irreducible closed subvarieties of PN . Then the same in-

equality holds, and if dimX + dim Y ≥ N, the intersection is non-empty.
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Proof. (i) If ∆ is the diagonal in AN × AN , then

(78) X ∩ Y = ∆ ∩ (X × Y ).

Since dim(X×Y ) = dimX+dimY and ∆ is defined by the N equations xi = yi,
a repeated application of the Hauptidealsatz proves (i). For (ii) consider the cones

X̃ and Ỹ overX and Y as closed irreducible varieties of AN+1. Their dimensions are
one bigger (prove it!) so under our assumption, (i) implies that every component

of X̃ ∩ Ỹ has dimension at least dimX+dimY +1−N ≥ 1, form which we get the
desired inequality for X ∩Y. But X̃ ∩ Ỹ contains the origin, hence contains at least
one component of positive dimension, which implies that X ∩ Y is non-empty. �

4.8. Hyperplane sections and a taste of intersection theory. A particular
case of the above is when X is a projective variety of dimension d embedded in
P
N , and H is a hyperplane, isomorphic to P

N−1. If X is not contained in H (in
which case we could have replaced N by N − 1 from the beginning), then all the
components of X ∩H have dimension d − 1, and are embedded in PN−1. We can
now study X inductively by the method of hyperplane sections, inducting on the
dimension of X or of the ambient projective space. This method is very useful for
several reasons.

(i) The hyperplanes in PN are labeled by the dual projective space (PN )∗, and
in fact form an algebraic family H ⊂ PN × (PN )∗. The intersection of H with
X × (PN )∗ is an algebraic family of hyperplane sections. Thus hyperplane sections
come naturally in families (although they are far from disjoint from each other, so
this is not a fibration). This leads to the important notion of linear systems.

(ii) If X is irreducible and d ≥ 2, the generic hyperplane section is again irre-
ducible.

(iii) If X is smooth (a notion not yet defined) the generic hyperplane section of
X is smooth again (Bertini’s theorem).

Exercise 4.8. Assume that X is an irreducible curve in P2 defined by a homogenous
polynomial f(X,Y, Z) of degree d ≥ 1. Prove that for a dense open subset of lines
Ha ⊂ P2 (the lines are labeled by a ∈ P2) the intersection Ha ∩ X consists of d
distinct points.

This exercise can be generalized as follows. Let X ⊂ PN be irreducible projective
of dimension n. Then there exists a number d such that for a dense open subset of
n-tuples of hyperplanes

(79) (H1, . . . , Hn) ∈
{
(PN )∗

}n
,

X ∩H1 ∩ · · · ∩Hn consists of d distinct points. This d is called the degree of X .
Another direction in which the exercise can be generalizd is to consider the

intersection of X with another curve Y ⊂ P2, of degree e. Under appropriate as-
sumptions on the relative position of X and Y, the intersection will consist of de
distinct points (Bezout’s theorem).

Counting intersections becomes very complicated in higher dimensions, when
the varieties are arbitrary. The right framework to deal with such questions is
homological algebra, and we shall not say anything more in this course on the
subject.
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4.9. Blow-ups. A third very important way projective varieties show up is in the
resolution of singularities. Roughly speaking, at a singular point x ∈ X we would
like to separate the directions along which we approach x. If X ⊂ AN (which we
can always assume by replacing X by some affine open enighborhood of x) and x
is the origin, the totality of directions in A

N form a P
N−1 and we need to select

those directions which are tangent to X at x.
Formally, the blow-up of AN at the origin is the closed subvariety

(80) Bl0A
N ⊂ A

N × P
N−1

defined as the zero-set of the polynomials XiYj −XjYi (1 ≤ i, j ≤ N). Here we use
the X ’s as coordinates on AN and the Y ’s on PN . The projection π : Bl0AN → AN

is one-to-one outside 0, but the fiber above 0 is the whole PN−1. You should think
of Bl0AN as affine space from which the origin has been removed, and replaced by
a miniature P

N−1.
If, on the other hand, you look at the projection π′ to PN−1, you see that Bl0AN

forms a family of lines fibered over PN−1. In fact, it is just the tautological family,
the fiber over y ∈ PN−1 being the line represented by that point.

Consider now a closed affine X ⊂ AN passing through the origin. The Zariski
closure of π−1(X−{0}) in Bl0AN will be called the blow-up of X at 0, and denoted
Bl0X. Of course, in the way we have defined it, Bl0X depends a priori on the
embedding of X in AN , but in fact it can be given an intrinsic definition depending
only on X . Clearly, Bl0X maps to X under π. The part over X − {0} maps
isomorphically to X−{0}. The part over 0, contained in {0}×PN−1, has dimension
dimX − 1 (this is non trivial), and is called the exceptional divisor E in Bl0X.

Exercise 4.9. Consider X = Z(X2
1 − X2

0 (1 − X0)) ⊂ A2. Describe its blow-up
Bl0X, and its exceptional divisor. Prove that the blow-up is isomorphic to A

1.

Exercise 4.10. More generally, let f(X0, X1) =
∑d

i=2 fi where fi is homogeneous
of degree i, and assume that f2 is the product of two distinct linear factors. Describe
the blow-up of Z(f) ⊂ A2 at the origin.

4.10. Chow’s lemma. Affine varieties are the building blocks of general varieties.
But projective varieties are special, and it is not clear how general they are. In-
deed, there are complete varieties that are not projective, hence do not admit an
embedding in projective space. However, every complete variety is birationally
dominated by a projective variety. In spite of the usefulness of projective methods
briefly indicated in the preceding sections, this is a very good fact to know.

Lemma 4.7. (Chow’s lemma) Let Y be a complete irreducible variety. Then there
exists a projective variety X and a birational morphism f : X → Y.

Proof. Let Y =
⋃r
i=1 Yi be an open covering of Y by affine subsets. Embed each Yi

in some Ani and let Ȳi be its projective closure in Pni . Let O =
⋂r
i=1 Yi (dense open,

in fact affine too) and let X be the Zariski closure of O (embedded diagonally) in
Ȳ =

∏r
i=1 Ȳi. Then X is projective. Let W ⊂ X×Y be the closure of O (embedded

diagonally). Since both X and Y are complete, prX(W ) and prY (W ) are both
closed. Since they contain a dense subset (namely, O) they coincide with X and Y
respectively.

Let Wi = W ∩ (X × Yi) and

(81) Xi =
{
(yj) ∈ X ⊂ Ȳ | yi ∈ Yi

}
.
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This is an open subset of X . If (y1, . . . , yi, . . . , yr, y) ∈ Wi then yi = y. Indeed,
this equation holds in O ⊂ X × Yi and Wi is its closure in X × Yi, so the equation
continues to hold there. It follows that ψi : Xi →Wi, given by ψi((yj)) = ((yj), yi)
is an isomorphism (its inverse being the projection to Xi). Since the Wi cover W
(as the Yi cover Y ), the Xi = prX(Wi) cover X = prX(W ) and the ψi glue to give
an inverse to prX : W → X. We now set f = prY ◦ ψ. This morphism is onto and
on the open set O it’s an isomorphism. Hence it is birational. �

5. Sheaves of modules

5.1. Modules. Let (X,OX) be a variety over k. A sheaf of OX -modules on X
is a sheaf F together with a structure of an OX(U)-module on F(U) for each
open set U such that the restriction maps rU,V are compatible with the module
structure. A homomorphism of sheaves of modules is defined in the obvious way,
as a homomorphism of sheaves, respecting the module structure. If U is an open
subset of X and F a sheaf of modules on X, then the restriction of F to (open
subsets) of U, denoted F|U , is in an obvious way a sheaf of OU = OX |U -modules.

Example 5.1. (i) On
X , the free module of rank n. More generally a free module is

OI
X where I is any set (direct sum). A sheaf of modules F is locally free if there is

an open covering of X by sets Ui such that F|Ui
is free. If X is connected (in the

Zariski topology), the rank of a locally free sheaf is a well-defined number. In other
words, the sheaf can not be at the same time locally isomorphic to On on some open
set and to Om (m 6= n) on another. This follows from the fact that the rank of
a free module over a commutative ring is well-defined (if Rn ≃ Rm as R-modules,
choose any maximal idealm and reduce modulo m to get kn ≃ km as k-vector spaces
where k = R/m).

A locally free sheaf of rank 1 is called an invertible sheaf. Thus an invertible
sheaf is locally isomorphic to OX .

(ii) The sheaf O(m) on PN . If U is Zariski open, we let

(82) O(m)(U) =

{
f/g | f, g ∈ k[X0, . . . , XN ] homogenous,

deg(f) = deg(g) +m, g 6= 0 in U

}
.

When m = 0 we recover the definition of O. The O-module structure is clear. This
is an invertible sheaf, which is of primary importance in projective geometry. To
see that it is invertible, we claim that

(83) O(m)|AN
0
≃ O|AN

0

(and similarly when restricted to any of the open sets ANi ). To prove this last
isomorphism we have to present, for all open V ⊂ A

N
0 , isomorphisms of O(V )-

modules

(84) αV : O(m)(V ) ≃ O(V )

which are compatible with restriction. Note that the isomorphisms will only be
defined for V ⊂ AN0 and will depend on the choice of the open piece AN0 . Isomor-
phisms for different pieces will not be compatible over their intersection. To define
αV simply let

(85) αV (
f

g
) =

f

Xm
0 g

.

(What is the inverse isomorphism? why are they well-defined?).
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The sheaf O(m) for m 6= 0 is not free. Were it free, then since its rank is 1, it
would have been (globally) isomorphic to O, and then for every open set we should
have had isomorphisms O(m)(U) ≃ O(U) as O(U)-modules. In particular, for U =
PN we have seen that O(PN ) = k (the only globally regular functions on a complete
variety are the constants, and P

N is complete), while if m > 0, O(m)(PN ) contains
the linearly independent global sections represented by the various monomials of
degree m, while if m < 0, the global sections vanish, so in any case, when m 6= 0,
its dimension as a vector space over k is not 1.

(iii) Let X be affine. If M is a k[X ]-module, we define a sheaf of OX-modules

M̃ by sheafifying the presheaf

(86) U 7→M ⊗k[X] OX(U).

We have the following properties:
(M ⊕N)˜ = M̃ ⊕ Ñ , (M/N)˜ = M̃/Ñ etc. A homomorphism M → N induces

in an obvious way a sheaf homomorphism M̃ → Ñ .
(iv) Let Z ⊂ X be a closed subset. If X =

⋃
Xi is a (finite) union of affine open

subsets, then each Zi = Z ∩ Xi is closed in Xi, hence affine, and also open in Z.
Thus Z =

⋃
Zi is an open affine cover of Z. For every open U ⊂ X let

(87) IZ(U) = {f ∈ OX(U)| f |Z∩U = 0} .
Then IZ is a sheaf of ideals in OX . Restricted to Xi, this is of course the sheaf IZi

.
If X is affine, and IZ ⊂ k[X ] is the ideal of regular functions vanishing on Z, then

IZ = ĨZ . To prove it consider the tautological morphism of presheaves

(88) IZ ⊗k[X] OX → IZ .
Since IZ is a sheaf, it factors through a morphism of sheaves ĨZ → IZ . Let f ∈
IZ(U) for U open. Cover U by principal open D(gi), gi ∈ k[X ]. For some n,
fgni extends to all of X, and then fgn+1

i vanishes outside U. Replacing gi by gn+1
i

we may assume that fgi extends to a function hi in k[X ] which vanishes outside
U (the extension is unique only if X is irreducible, but this is not important for
our purpose). This hi vanishes on Z, so lies in IZ . Thus f |D(gi) is the image of
fi = hi⊗ (1/gi). Next we examine the compatability of the fi over the intersections
D(gigj). Over such an intersection higj = gihj , so

(89) fi|D(gigj) = higj ⊗ (1/gigj) = hjgi ⊗ (1/gigj) = fj|D(gigj).

This means that the fi glue to a section of ĨZ(U), mapping to f, so our map is
surjective.

We prove the injectivity in the same way. Suppose fi ∈ IZ , hi ∈ OX(U) and∑
fihi = 0 as an element of IZ(U). Cover U by principal opens D(g). On each

such D(g) we have that gnihi ∈ k[X ] for some large enough ni. Replacing g by a
suitable power we may assume that ghi ∈ k[X ] for all i. But then

(90)
∑

fi ⊗ hi|D(g) =
∑

fi(hig) ⊗ (1/g)|D(g) = 0.

Thus the image of
∑
fi ⊗ hi in ĨZ , the sheafification of IZ ⊗OX , is 0.

(v) Continuing the previous example, let

(91) O′
Z = OX/IZ .

If X is affine, this is just (k[X ]/IZ)˜ = k[Z]˜, so we have recovered the structure
sheaf of Z, as a sheaf on X. More precisely, O′

Z(U) = OZ(U ∩ Z) for every U
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open in X. We say that the sheaf O′
Z is supported on Z. From now on we shall not

distinguish between OZ and O′
Z . In general, (Z,OZ) is called a closed subvariety

of X.
(vi) If F and G are sheaves of OX -modules, F ⊗ G, Hom(F ,G) or SymnF are

defined as the sheaves associated to the corresponding presheaves. The same applies
to any other linear algebra operation.

Exercise 5.1. Prove that on PN , O(m)⊗O(n) ≃ O(m+n), and Hom(O(m),O) ≃
O(−m). Deduce that the sheaves O(m) are pairwise non-isomorphic.

Exercise 5.2. Let X ⊂ PN be a projective variety. Let IX be its ideal sheaf as in
(iv) above, and OX(m) = OPN (m) ⊗O

PN
OPN /IX . Prove that this is an invertible

sheaf on X. We shall later see that OX(1) “remembers” the embedding of X in
P
N , i.e. given (X,OX(1)) we can reproduce the dimension N and the projective

embedding in PN up to a projective change of coordinates.

The stalk of a sheaf of modules at a point x ∈ X is a module over the local ring
OX,x. The support of a sheaf of modules F is the set of x ∈ X for which Fx 6= 0. If
F is locally free of rank n, then its stalks are isomorphic to On

X,x. The usefulness of
stalks comes when one discusses exact sequences, because exactness can be tested
stalk-wise.

Exercise 5.3. A skyscraper sheaf is a sheaf that is concentrated at a finite collection
of points: all its stalks vanish except at those points. Let x ∈ X and let M be a
k-vector space. Define F(U) = 0 if x /∈ U and F(U) = M if x ∈ U. Put on F a
structure of a sheaf of modules. Show that any skyscraper sheaf is a direct sum of
finitely many sheaves of this sort.

Sheaves that are locally (on open affines) of the form M̃ as in (iii) above are nice,
but not every sheaf of modules is of this nature. Consider for example the affine line
A1

C
. The sheaf Oan of complex analytic functions (in the Zariski topology) is clearly

a sheaf of OX -modules, which is not of the form M̃. Nevertheless, such sheaves are
of little use in algebraic geometry.

5.2. Quasi-coherent and coherent sheaves. A sheaf of modules M is quasi-
coherent if it locally fits into an exact sequence

(92) OI
U → OJ

U → M|U → 0.

In other words, M is locally given by generators and relations. Let mj (j ∈ J)
be the images of the basis elements in OU (U)J . These are elements of M(U), and
mj,x (their images in Mx) generate Mx over OX,x.

If U is affine and M is a k[U ] module, consider a presentation

(93) k[U ]I → k[U ]J →M → 0.

Since tensor product is right-exact, we get for every V open in U an exact sequence

(94) OU (V )I → OU (V )J →M ⊗k[U ] OU (V ) → 0.

This implies that the sheaf M̃ is quasi-coherent, as the cokernel of a homomorphism
between free sheaves. Conversely, if M is quasi-coherent and is given on an affine
U as above, let M = M(U). The presheaf map

(95) M ⊗k[U ] OU → M
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defines a map M̃ → M. We also get a short exact sequence

(96) OI
U → OJ

U → M̃ → 0

which maps to the same sequence, ending with M. This shows that M̃ → M is
bijective.

Thus quasi-coherent sheaves are just the sheaves which are locally of the form
M̃.

A quasi coherent sheaf is coherent if locally I and J can be chosen finite. Since
k[U ] is Noetherian, and a submodule of a finitely generated module over a Noether-
ian ring is finitely generated, it is enough to require that J be finite. Alternatively,
the module M should be finite over k[U ].

For example, the module IZ is coherent.

5.3. Quasi-coherent sheaves on affine varieties. Localizations. Let R be a
commutative ring with 1. Recall that the localization MS of an R-module M in a
multiplicative set S ⊂ R is the set of equivalence classes of pairs (m, s) wherem ∈M
and s ∈ S, and (m, s) ∼ (m′, s′) if there exists s′′ ∈ S such that s′′(s′m− sm′) = 0.
It has a natural module structure (think of (m, s) = m/s and add like adding
fractions). If S =

{
f i

}
this is the same as

(97) lim
→

(M,×f).

(The limit is the set of equivalence classes of all pairs (m, i) where m ∈M and i ∈ N

under (m1, i1) ∼ (m2, i2) if there exists a j ≥ max(i1, i2) such that f j−i1m1 =
f j−i2m2.) The localization in

{
f i

}
is denoted by Mf . The localization in the

complement of a prime ideal P of R is denoted by MP . If the multiplicative set S
contains 0, then MS = 0. Thus when we localize the ring R itself, to gurantee that
in RS 1 6= 0, we sometimes insist that 0 /∈ S. Finally, there is a natural identification
M ⊗RS ≃MS .

Proposition 5.1. If X is affine, and M is a k[X ]-module, then M̃(X) = M, and

M̃(D(f)) = Mf . The stalk of M̃ at x is Mmx
where mx ⊂ k[X ] is the maximal ideal

corresponding to x ∈ X.

Proof. For the last assertion, M̃x = lim
→
M ⊗k[X] OX(U), the limit taken over the

neighborhoods of x in X. We may confine ourselves to U = D(g), g(x) 6= 0, the
principal open sets being cofinal. But then M ⊗k[X] OX(D(g)) = M ⊗k[X] k[X ]g =
Mg and when we take the limit over D(g) we get Mmx

.
The second claim follow from the first because

(98) M̃ |D(f) = M⊗k[X]OX |D(f) = M⊗k[X]k[X ]f⊗k[X]fOD(f) = Mf⊗k[X]fOD(f).

To prove the first claim, map M to M̃(X). If m becomes 0, for every x ∈ X there
is gx ∈ k[X ], gx(x) 6= 0, such that gxm = 0. Since the gx span an ideal that has
no zeroes, they span (by the Nullstellensatz) the whole ring, so also m = 1m = 0.

This shows the map from M to M̃(X) is injective. Let α ∈ M̃(X) be gotten from
pasting sections αi from Mfi

= M ⊗k[X] O(D(fi)), which agree on D(fifj). We
assume that the D(fi) cover X . Replacing fi by a power we may assume that
fiαi = mi ∈M. The patching condition means that

(99) (fifj)
n(fimj − fjmi) = 0
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for some high enough n. Since the cover may be assumed to be finite, we may take
one n that works for all, and replacing fi by fn+1

i , and mi by fni mi, we may now
assume that fimj = fjmi for every i and j. Let aj ∈ k[X ] be such that

∑
ajfj = 1.

Let m =
∑
ajmj . Then

(100) fim =
∑

j

ajfimj =
∑

j

ajfjmi = mi.

This shows that m represents αi on D(fi), hence m = α. �

Let X be affine and M a quasi-coherent sheaf of modules on X.

Proposition 5.2. Let M = M(X). Then M = M̃.

Proof. We know that such a result holds locally, on a fine enough (finite) covering
of X by open affines. We must show that it holds on all of X. Note that the
proposition has already been proved in one special case: for the sheaf OX .

(i) Claim: The (presheaf) direct limit of a directed system of sheaves on X is
already a sheaf.

Let {Fi} be such a directed system, and

(101) F(V ) = (lim
→

Fi)(V ) = lim
→

Fi(V ).

This presheaf satisfies the patching condition for the union of two sets: the exactness
of

(102) 0 → F(U ∪ V ) → F(U) ⊕F(V ) → F(U ∩ V ).

By induction it satisfies the patching condition for the union of finitely many open
sets. But since X is a noetherian space, every union of open sets is a finite union
of a subcollection.

(ii) Let f ∈ k[X ]. Define two sheaves Mf and M′
f on X as follows:

Mf (U) = lim
→

(M(U), f×)(103)

M′
f (U) = M(D(f) ∩ U).(104)

There is a homomorphism Mf → M′
f sending [(m, i)] to m/f i. We claim that this

is an isomorphism of sheaves. Since this can be checked locally, we may assume
that M = M̃ on X , and take U = D(g). Then M(D(g)) = Mg = lim

→
(M, g×) so

Mf(D(g)) = Mfg. But also M′
f (D(g)) = M(D(f) ∩D(g)) = M(D(fg)) = Mfg.

(iii) Let M = M(X) and consider the map ψ : M̃ → M. We want to show

that ψ is an isomorphism. On any D(g), M̃(D(g)) = Mg. On the other hand
M(D(g)) = M′

g(X) = Mg(X) = Mg too. Thus ψ is an isomorphism. �

Theorem 5.3. Let X be affine. The maps M 7→ M̃, M → M(X) are an equiva-
lence of categories between the category of k[X ]-modules and the category of quasi-
coherent sheaves on X. They carry exact sequences to exact sequences.

Proof. We have seen that they are inverse to each other. If

(105) 0 →M1 →M2 →M3 → 0

is an exact sequence of modules, then localizing at every mx and using M̃x = Mmx
,

we see that the sequence of stalks of the M̃i at every x is exact, hence the exactness
of

(106) 0 → M̃1 → M̃2 → M̃3 → 0.
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Conversely, suppose

(107) 0 → M1 → M2 → M3 → 0

is exact and let Mi = Mi(X). The only problem is to show that M2 → M3 is
surjective. If not, let

(108) 0 →M1 →M2 →M3 → N → 0

be exact, with N 6= 0. Since we have already proved that M 7→ M̃ is exact, and
M̃i = Mi, we get Ñ = 0. But then N = 0 too, contradiction. �

When we learn about cohomology, we shall see that the exactness of the functor
of global sections, special to affine varieties, means that the higher cohomologies of
quasi coherent sheaves on affine varieties, vanish.

5.4. Coherent sheaves on affine varieties. If X is affine, and M is a finite k[X ]

modules, then M̃ is clearly coherent. The converse is alos true.

Proposition 5.4. If M is coherent, M = M(X) is a finite k[X ] module.

Proof. Cover X by finitely many principal open sets D(gi) such that on each D(gi)

we have a presentation M|D(gi) = M̃i with Mi a finite k[X ]gi
-module. Let mij

be finitely many generators of Mi over k[X ]gi
. Multiplying them by appropriate

powers of gi we may assume that mij ∈M. Let N be the finite k[X ]-submodule of

M generated by all the mij . Then Ñ is a subsheaf of M̃, which agrees with it on

every D(gi). Hence Ñ = M̃ and N = M, so M is a finite k[X ]-module. �

Exercise 5.4. A quasi-coherent subsheaf of a coherent sheaf is coherent.

Recall that if ι : X ⊂ Y is a closed embedding, we have defined the ideal
IX as a subsheaf of OY . Quasi-coherent sheaves M on X correspond bijectively
to quasicoherent sheaves M′ on Y which are annihilated by IX . Such sheaves are
supported onX , but not every sheaf on Y which is supported onX is annihilated by
IX , for example the sheaf OY /I2

X . To make the correspondence, to M we associate
M′ defined by

(109) M′(U) = M(X ∩ U)

and to M′ we attach M = ι−1M′, namely

(110) M(V ) = lim
U

M′(U),

the limit taken over open U ⊂ Y such that U ∩X = V. Since M′ was assumed to
be supported on X, M′(U) is independent of U, and the limit is over a constant
sequence of modules! Since M′ is annihilated by IX , M is an OX -module, and it
is easily checked that it is quasi-coherent. In what follows we shall omit the ′ and
simply write M for both sheaves, on X and on Y . Clearly M is coherent as an
OX -module if and only if it is coherent as an OY -module.

If F is a quasi-coherent OY -module which is not necessarily annihilated by IX
we can define

(111) F|X = F/IXF ,
a sheaf which is annihilated by IX . We denote it also by ι∗F .
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Exercise 5.5. Prove that

(112) ι∗F ≃ ι−1F ⊗ι−1OY
OX .

The right hand side defines the sheaf ι∗F for any morphism ι : X → Y, not neces-
sarily a closed embedding. For example, what is it if ι is an open immersion? Let
f : A1 → Z be the normalization of the node given in Section 2.6 (28). Study the
difference between f−1OZ and f∗OZ = OA1 . Do the same for the normalization of
the cusp y2 = x3.

5.5. Differentials. The sheaf of Kahler differentials is a very important sheaf on
a variety X . Let ∆ : X → X ×X be the diagonal (closed embedding). Let IX be

the ideal of functions on X ×X vanishing on the diagonal. If X is affine, IX = ĨX
where ĨX ⊂ k[X ] ⊗ k[X ] is the ideal generated by all the functions of the form
δ(f) = f ⊗ 1 − 1 ⊗ f (prove it!). The sheaf of differentials is Ω1

X = IX/I2
X . If X

is affine we denote the class of δ(f) modulo Ĩ2
X by df. You should think of df as

“f(x) − f(y)mod(x − y)2”, or as “f(x+ h) − f(x)modo(h2)”.
The sheaf Ω1

X is clearly quasi-coherent, supported on X . We may therefore
multiply (locally) differentials by functions. A section of Ω1

X is locally expressible
as

∑
gidfi.

Exercise 5.6. Show that

(113) d(fg) = fd(g) + gd(f).

5.6. Nakayama’s lemma. If M is a quasi-coherent sheaf, we may study, in addi-
tion to the stalk Mx, its fiber M(x), which is by definition the vector space

(114) M(x) = Mx/mX,xMx = Mx ⊗OX,x
OX,x/mX,x.

If M is locally free of rank r, its fibers are r-dimensional vector spaces over k. If m
is a section of M in a neighborhood of x we denote by m(x) its value at x, which
is simply its image in the fiber M(x).

Lemma 5.5. Let M be a coherent sheaf. Then M(x) = 0 if and only if M = 0 in
an open neighborhood of x.

Proof. One direction is obvious. Assume that M(x) = 0. We may assume that X

is affine and M = M̃ for a finite k[X ]-module M. Let mi be generators of M. Then
in Mmx

for every i

(115) mi =
∑

λijmj

with λij ∈ mx. Since there are only finitely many λij involved, this means that mi

are annihilated by

(116) g = det(1 − (λij))

which is a function from k[X ] not vanishing at x. ThusMg = 0 and M|D(g) = 0. �

Corollary 5.6. (i) Let M be a coherent sheaf and σi (1 ≤ i ≤ n) sections over X.
Then the homomorphism

(117) On
X → M

sending the standard basis to σi is surjective in a neighborhood of x ∈ X if and only
if the σi(x) span M(x).
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(ii) The function dimM(x) is upper semi-continuous: {x| dimM(x) ≥ m} is
closed.

(iii) M is locally free if and only if this function is continuous (locally constant).

Proof. Let N be the subsheaf spanned by the σi. Then M/N (x) = 0, so by the
previous lemma, M = N in a neighborhood of x. This gives (i). For (ii) we
show that {x| dimM(x) ≤ n} is open. Assume σ1(x), . . . , σn(x) span M(x). By
(i), the same sections span M in a neighborhood of x, so in that neighborhood
dimM(y) ≤ n for all y. For (iii) suppose the dimension of the fiber is constant
and equal to m. Let x ∈ X and let σi be sections near x s.t. σi(x) form a basis for
M(x). Localizing, we may assume that we have an exact sequence

(118) 0 → K → On
X

ψ→ M → 0

with σi(x) being a basis for every M(x). This means that ψ(x) is an isomorphism
for all x. Let (f1, . . . , fm) be a section of K = ker(ψ), so that

∑
fiσi = 0. Then

fi(x) = 0 for all x, so fi = 0. This means that K = 0. �

5.7. Quasi-coherent sheaves on projective varieties. Let X ⊂ PN be projec-
tive, and let CX ⊂ AN+1 be the cone over X . Then k[CX ] = k[AN+1]/I(X) is a
graded ring. Let M be a graded module over k[CX ]:

(119) M =

∞⊕

n=0

Mn, k[CX ]mMn ⊂Mm+n.

We associate to M a sheaf M̃ over X as follows. Consider the old M̃ over CX and
restrict it to the open set CX − {0} :

(120) M# = (old M̃)|CX−{0}.

This M# is graded by Z, and we let M̃ = (M#)deg 0. It is quasi-coherent, and
coherent if M is finitely generated. We caution that we may have M ⊂ L and not
equal, yet M̃ = L̃ (this happens if for all n large enough, Mn = Ln).

Theorem 5.7. Every quasi-coherent sheaf on X is of the form M̃, and if it is
coherent M is finitely generated.

Proof. We use the notation (which should have been introduced earlier!)

(121) Γ(U,F) = F(U)

for the sections of a sheaf F over U . Let M be quasi-coherent and

(122) M =

∞⊕

n=0

Γ(X,M(n))

where M(n) = M⊗OX(n). There is a graded ring homomorphism

(123) k[CX ] →
∞⊕

n=0

Γ(X,OX(n)),

and an action OX(m) × M(n) → M(m + n), so this gives M a graded k[CX ]
structure. We have a homomorphism of sheaves

(124) M̃ → M.
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If f is a homogenous degree d regular function on CX, then M̃ |D(f) is the sheaf
associated on the open affine D(f) to the module Mf,deg 0. But

Mf,deg 0 = lim
→

(
Γ(X,M)

×f→ Γ(X,M(d))
×f→ · · ·

)

= Γ(X, lim
→

(M ×f→ M(d)
×f→ · · ·))

= Γ(X,M(D(f) ∩ −)) = Γ(D(f),M).(125)

Since D(f) is affine, M|D(f) = M̃|D(f), their global sections being mapped isomor-
phically onto each other. Since this holds for every open D(f) and they form a

basis, M = M̃.
Now if M is coherent, let Mi be an increasing sequence of finite submodules of

M whose union is M. Since M = M̃ =
⋃
M̃i, and it is coherent, it is equal to M̃i

for some i. �

Recall that a sheaf of modules F on X is generated by global sections if there
are global sections σi ∈ Γ(X,F) such that for every open U, and every s ∈ Γ(U,F)
there are functions fi ∈ OX(U) such that s =

∑
fiσi|U . Equivalently, the σi,x span

Fx over OX,x for every x.

Corollary 5.8. If M is coherent on a projective variety X, there is an m0 such
that M(m) is generated by global sections for all m ≥ m0.

Proof. Take m0 to be the maximal degree of generators of M. �

Exercise 5.7. Prove the last corollary directly. You will need the fact that if X is
a variety, f ∈ OX(U), M a quasi-coherent sheaf, and s ∈ Γ(DU (f),M), then for
some n ≥ 1 there exists s′ ∈ Γ(U,M) with s′|DU (f) = fns. If M is coherent the
same n can be chosen to work for all s. Where is this fact “hidden” in the proof of
the theorem (point to the exact step where it is used)?

5.8. Invertible sheaves and divisors. In this section we assume that X is an
irreducible variety. Let Pic(X) be the group of isomorphism classes of invertible
sheaves on X with tensor product as the group operation (the tensor product of
two invertible sheaves is again an invertible sheaf because

(126) OX ⊗OX = OX

(the tensor is over OX !). The inverse of L is its dual Hom(L,OX). Indeed, consider
the morphism

(127) L ⊗Hom(L,OX) → OX

sending the section σ
⊗
λ to λ(σ) (the pairing being OX -linear). Then this is an

isomorphism, because it is locally an iosmorphism.
Let K = k(X) and let K be the constant sheaf K(U) = K. Note that this is

a quasi-coherent sheaf of OX -modules (in fact, algebras), containing the coherent
sheaf OX as a subsheaf.

We may also view K× as a sheaf of multiplicative groups. It contains the abelian
sheaf O×

X .

A Cartier divisor on X is a global section of the quotient sheaf D = K×/O×
X . In

down to earth terms, a Cartier divisor is given by a finite open covering X =
⋃
Ui,

and on each Ui a rational function fi such that fif
−1
j is invertible on the intersection
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Ui ∩ Uj . Two such collections {Ui, fi} and {U ′
i , f

′
i} represent the same Cartier

divisor, if fif
′−1
j is invertible on Ui ∩ U ′

j .
The collection of Cartier divisors is a group, DivX .
A principal Cartier divisor is one given by

(128) div(f) = {X, f} .
The group of principal Cartier divisors is isomorphic to K×/OX(X)×, and is de-
noted PX . The divisor class group of X is the group

(129) ClX = DivX/PX .

Exercise 5.8. Prove that ClP1 = Z while ClU = 0 for any proper open U ⊂ P1.

Exercise 5.9. (This exercise requires acquaintance with the notion of a Dedekind
domain). Suppose X is affine and k[X ] is a Dedekind domain (every nonzero prime
ideal is maximal, and k[X ] is integrally closed, equivalently, all the localizations
k[X ]p at non-zero primes are DVR’s). Then

(130) ClX = Clk[X],

and in particular if k[X ] is not a PID ClX is non-trivial.

An invertible (fractional) ideal is an invertible subsheaf of K: i.e. a submodule
sheaf I ⊂ K which is locally generated by one equation.

Proposition 5.9. The following three objects are the same: (i) isomorphism classes
of invertible sheaves (ii) isomorphism classes of invertible ideals (iii) classes of
Cartier divisors modulo principal divisors.

Proof. An invertible ideal is in particular an invertible sheaf. Conversely, let I be
an invertible sheaf on X and σ a section of I over some open dense U . We attach
to I the invertible ideal J defined by

(131) J (V ) = {f ∈ K| fσ extends to a section of I over V } .
This is an invertible ideal (check!). Multiplication by σ (and unique extension!)
provides the isomorphism with I. This shows (i) and (ii) are the same. Given a
Cartier divisor D defined by the data {Ui, fi} we define an invertible ideal O(D)
as follows

(132) O(D)(V ) = {f ∈ K| ∀i, ffi ∈ OX(V ∩ Ui)} .
It is easy to check (a) that this is independent of the data defining D, (b) that every
invertible ideal is of this form and (c) O(D) ≃ O(D′) if and only if D′ = D+div(g)
for some g.

As a corollary the groups ClX and PicX are naturally isomorphic. �

A Weil divisor on X is a formal linear combination of closed irreducible subva-
rieties of codimension 1. It can be shown that if all the local rings OX,x are UFD’s
then the groups of Cartier divisors is isomorphic to the group of Weil divisors. The
isomorphism attaches to an irreducible Weil divisor Z its local defining equations
{Ui, fi} (which exist by our assumption). The most common example when all the
local rings OX,x are UFD’s is when X is smooth (to be defined later), so for smooth
X the two notions of divisors coincide.
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5.9. The Picard group of PN . We shall show now that every invertible sheaf on
X = PN (N > 0) is isomorphic to a unique OX(m), hence PicX = Z. For that
pick an irreducible Weil divisor D on PN . The divisor D is defined (globally!) by
some homogenous polynomial σ of degree m. We show O(D) ≃ O(m). Let Ui be
the standard ith affine piece denoted earlier A

N
i . If f ∈ O(D)(Ui), then fσX−m

i

is a regular function over Ui (σX−m
i is a defining equation for D ∩ Ui), but then

fσ ∈ O(m)(Ui), so multiplication by σ is the desired isomorphism.

5.10. Morphisms to projective space. If f : X → PN is a morphism, the global
sections σ0, . . . , σN corresponding to the coordinates generate OPN (1) everywhere,
so f∗σi generate L = f∗OPN (1). Conversely, given an invertible sheaf L on X as
σi ∈ Γ(X,L) generating L everywhere, we can define a map

(133) f : X → P
N

by

(134) f(x) = [σ0(x) : · · · : σN (x)]

(trivialize L at x by σ and replace every σi by (σi/σ)(x), one of them at least being
non-zero).

The invertible sheaf L is called very ample if the map f thus constructed is an
isomorphism of X onto its image. It is called ample if some power of it is very
ample. For example, OX is very ample if X is affine!

Exercise 5.10. If L1 and L2 are ample on Xi respectively, then pr∗1L1 ⊗ pr∗2L2 is
ample on X1 ×X2.

Exercise 5.11. Let L and M be invertible sheaves on X. If L is generated by
global sections and M is ample, L⊗Mn is ample for some n ≥ 0.

Exercise 5.12. Let L be an invertible sheaf on a projective variety X ⊂ PN . Then
for some m, L(m) is very ample.

6. Smoothness

6.1. The cotangent space. One nice feature of algebraic geometry is that it
allows one to do differential calculus in a purely formal manner, without introducing
the concept of limit, ε or δ.

Let X be a variety and x ∈ X. The cotangent space at x is

(135) Cotx(X) = mX,x/m
2
X,x,

a vector space over k = OX,x/mX,x. It is finite dimensional because OX,x is noe-
therian. If f ∈ OX,x then f − f(x) ∈ mX,x and we denote its class in Cotx(X) by
df |x.
Lemma 6.1. The following hold:

(i) if c is a constant, dc|x = 0
(ii) d(f + g)|x = df |x + dg|x
(iii) d(fg)|x = f(x)dg|x + g(x)df |x.
Furthermore, if δ : OX,x → W is a map of OX,x to a vector space over k

satisfying (i)-(iii) (such a map is called a derivation centered at x) then it is of the
form T ◦ d|x for a unique linear transformation T of Cotx(X) to W .
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By Nakayama’s lemma df1|x, . . . , dfn|x span Cotx(X) over k if and only if f1, . . . , fn
span mX,x as an OX,x module. (Apply Nakayama’s lemma to mX,x/(f1, . . . , fn) to
deduce that the latter is 0). The dimension of Cotx(X) is therefore the minimal
number of generators of mX,x as an OX,x module.

Proposition 6.2. (i) Let dimxX be the maximal dimension of an irreducible com-
ponent of X passing through x. Then

(136) dimCotx(X) ≥ dimxX.

(ii) Cot(x,y)(X × Y ) = Cotx(X) ⊕ Coty(Y )
(iii) If X is affine and Ix is the ideal of functions in k[X ] vanishing at x, then

Cotx(X) = Ix/I
2
x.

Exercise 6.1. Let X ⊂ A2 be defined by a single equation f = 0 without con-
stant term. Show that dimCot0(X) = 1 if f has a non-zero linear term and is 2
otherwise.

Definition 6.1. The point x ∈ X is called smooth (non-singular) if equality holds
in (i).

Proof. We may assume that X is affine and dimxX = dimX (otherwise remove the
irreducible components not passing through x). Let Ix be the ideal of x, and con-
sider (f1, . . . , fn) where dfi|x is a basis for Cotx(X). Then by Nakayama’s lemma,
as we have observed, the two ideals give, when localized at x, the same ideal mX,x.
This means that they are equal when localized to a smaller affine open x ∈ U ⊂ X.
Since {x} is given in U by n equations, by the Hauptidealsatz

(137) n ≥ dimX − dim {x} = dimX.

This gives (i). For (ii) note that if X and Y are affine

(138) I(x,y) = Ix ⊗ k[Y ] + k[X ]⊗ Iy

and the same relation holds after we localize at (x, y), so

(139) m(x,y)/m
2
(x,y) = mx/m

2
x ⊗ k + k ⊗my/m

2
y

but the latter sum is clearly a direct sum. For (iii) note that if S = k[X ]− Ix,

(140) mx/m
2
x = S−1Ix/S

−1I2
x = S−1(Ix/I

2
x) = Ix/I

2
x

the last equality holding because everey s ∈ S already acts invertibly on the module
Ix/I

2
x. �

The tangent space TxX is defined as the k-dual of Cotx(X). Once this definition
is made, we may denote Cotx(X) by the more common T ∗

xX. Recalling the universal
property of Cotx(X) we see that for any k-vector space W , TxX ⊗ W can be
identified with the space of derivations on X, centered at x, with values in W. If
f ∈ OX,x and v ∈ TxX is a tangent vector at x, the derivative of f at x in the
direction v is

(141) v(f) = 〈v, df |x〉 .
It depends only on fmodm2

X,x, as it should be!

If φ : X → Y is a morphism and y = φ(y) then φ∗ : OY,y → OX,x induces
φ∗ : T ∗

y Y → T ∗
xX and φ∗ : TxX → TyY (differentials, like functions, are pulled

back, and tangent vectors are pushed forward) and these two maps are dual to each
other.
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Exercise 6.2. Show that T ∗
xAN is N -dimensional, and dXi|x (Xi are the coordi-

nates) is a basis. The dual basis is denoted ∂/∂Xi|x. Note that dXi has an intrinsic
meaning, but ∂/∂Xi becomes meaningful only after we specify all the coordinates.

6.2. Simple finite maps. We shall be sketchy, and send the reader to the litera-
ture for complete details.

Assume for simplicity that char.k = 0. Assume that φ : X → Y is a finite
dominant map between affine irreducible varieties and that furthermore

(142) k[X ] = k[Y ][h]

where h satisfies the irreducible monic equation F (h) = 0, and

(143) F (T ) = T d + a1T
d−1 + · · · + ad

(ai ∈ k[Y ]). The point y ∈ Y is said to be unramified for φ (or φ unramified above
y) if F has d distinct roots when we evaluate the ai at y. Let R(F, F ′) be the
resultant of F and F ′ - this is a polynomial in the ai, i.e. a regular function on Y ,
that vanishes exactly where F has multiple roots, i.e. common roots of F an F ′.
Since F is irreducible, the resultant is not identically zero (non-zero as an element
of k[Y ] or k(Y )) hence outside its zero locus, in a dense open set, the map φ is
unramified.

Let x ∈ φ−1(y) where φ is unramified above y. We claim that φ∗ : T ∗
y Y → T ∗

xX
is an isomorphism. In fact, more is true:

(144) φ∗ : ÔY,y ≃ ÔX,x

where Ô is the (separated) completion of O in the topology given by powers of the
maximal ideal. This implies the assertion on cotangent spaces because

(145) T ∗
xX = mx/m

2
x = m̂x/m̂

2
x.

Now the assertion on the completions of the local rings is a consequence of Hensel’s
lemma: If R is a complete local ring with residue field k and F ∈ R[T ] a monic
polynomial of degree d whose reduction F̄ has d distinct roots in k, then F is
the product of d linear factors over R, and so every root of F̄ can be lifted to
a unique root in R. It follows from our assumptions and Hensel’s lemma that

ÔY,y[T ]/(F (T )) is isomorphic, as a ring, to the product of d copies of ÔY,y, and

that h ∈ ÔY,y, although it is of degree d over OY,y. Thus

(146) ÔX,x = ÔY,y[h] = ÔY,y.

6.3. Most points are non-singular. Let us consider now a general finite domi-
nant morphism φ : X → Y. Replacing Y by an open affine subset, we may assume
that φ is obtained by a succession of finite, simple, everywhere unramified maps.
These maps are isomorphisms on cotangent spaces, hence we have proved that for
every φ : X → Y finite and dominant, there is an open nonempty U ⊂ Y over
which φ is unramified, and for every y ∈ U and x ∈ φ−1(y), φ∗ : T ∗

y Y ≃ T ∗
xX .

Invoking Noether’s normalization theorem, which says that any d-dimensional
affine X is a finite dominant cover of Ad, we see that X has an open dense subset
U where dimT ∗

xX = dimX. In other words, the set of non-singular points contains
a dense open set, and therefore the singular locus in X is contained in a proper
closed subvariety.
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6.4. Relation with the module of differentials. We have defined a sheaf of
differentials ΩX . We have also defined the cotangent space at a point, T ∗

xX. We
now want to show how the two are related.

Lemma 6.3. There is a canonical isomorphism

(147) ΩX(x) ≃ T ∗
xX.

Proof. We may assume that X is affine. We let Ix be the ideal of x in k[X ] and I
the ideal of the diagonal ∆ ⊂ X ×X, namely the kernel of

(148) k[X ] ⊗ k[X ] → k[X ].

We have to find a natural isomorphism of modules between ΩX(x) = I/I2 ⊗OX

OX,x/mX,x and Ix/I
2
x. We use the universal property of the cotangent space and

get a homomorphism

(149) Ix/I
2
x → ΩX(x)

sending df |x to df ⊗ 1. On the other hand, consider the projection k[X ] ⊗ k[X ] →
k[X ] associated with

(150) X ≃ X × {x} →֒ X ×X.

The function δf = f ⊗1−1⊗ f gets mapped to f − f(x) and so I gets mapps to Ix
and I/I2 to Ix/I

2
x, mapping df = [δf ] to df |x. This gives the map in the opposite

direction, so the two vector spaces are isomorphic. �

Corollary 6.4. The set of singular points of X is a proper closed set, and if it is
empty, i.e. if X is non-singular, ΩX is a locally free sheaf of rank d = dimX.

Proof. This is the set of points where dimΩX(x) > d, so the corollary follows from
the semi-continuity theorem. �

6.5. Bertini’s theorem. Let X ⊂ PN be an irreducible smooth projective variety.
The set of hyperplanes H ⊂ PN is parametrized by the dual projective space, as
we have seen. If a ∈ (PN )∨, we let Ha be the corresponding hyperplane.

Theorem 6.5. For a dense open set of a’s we have that H ∩X is an irreducible
smooth variety of dimension dimX − 1.


