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Abstract

Regret-based dynamics have been introduced and studied in the context of discrete-time r
play. Here we carry out the corresponding analysis in continuous time. We observe that, in c
to (smooth) fictitious play or to evolutionary models, the appropriate state space for this ana
the space of distributions on the product of the players’ pure action spaces (rather than the pr
their mixed action spaces). We obtain relatively simple proofs for some results known in the d
case (related to ‘no-regret’ and correlated equilibria), and also a new result on two-person p
games (for this result we also provide a discrete-time proof).
 2003 Elsevier Inc. All rights reserved.
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1. Introduction

‘Regret-matching’ as a strategy of play in long-run interactions has been introduce
studied in a number of earlier papers (Hart and Mas-Colell, 2000, 2001a, 2001b). W
shown that, under general conditions, regret-matching leads to distributions of pla
are related to the concept of correlated equilibrium. The purpose of the current pap
reexamine the dynamics of regret-matching from the standpoint of differential dyn
in continuous time. It is well known that this approach often leads to a simplified
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streamlined treatment of the dynamics, to new insights and also to new results—a
will indeed happen here.

An important insight comes already in the task of formulating the differential setup
appropriate state space for regret-matching is not the product of the mixed action
of the players but a larger set: the distributions on the product of the pure action spa
the players. Of course the players play independently at every point in time—but this
way implies that the state variable evolves over time as a product distribution.

In Section 2 we present the model and specify the general setup of the dynam
consider. In Section 3 we analyze general regret-based dynamics, the continuo
analog to Hart and Mas-Colell (2001a), to which we refer for extensive discussio
motivation. In Section 4 we establish that for some particularly well-behaved class
two-person games—zero-sum games, and potential games—the dynamics in fac
out the Nash equilibria of the game. The result for potential games is new and so we p
a discrete-time version in Appendix A. In Section 5 we move to the analysis of condi
regret dynamics and prove convergence to the set of correlated equilibria. Finally, Se
offers some remarks. Appendix B provides a technical result, and Appendix C deal
the continuous-time version of the approachability theorems à la Blackwell (1956), w
are basic mathematical tools for this area of research.

We dedicate this paper to the memory of Bob Rosenthal. It is not really nece
to justify this by exhibiting a connection between our topics of interest here and
particular paper of his. The broadness of his intellectual gaze guarantees that he
have been engaged and that, as usual, he would have contributed the insightful co
that were a trademark of his. At any rate, we mention that one of the cases that we e
with some attention is that of potential games and that Bob Rosenthal was the fi
identify the remarkable properties of this class of games (Rosenthal, 1973).

2. Model

2.1. Preliminaries

An N -person game Γ in strategic form is given by a finite setN of players, and, for
each playeri ∈ N, by a finite setSi of actions and apayoff function ui :S→ R, where
S :=∏i∈N Si is the set ofN -tuples of actions (we call the elements ofSi ‘actions’ rather
than strategies, a term we will use for the repeated game). We writeS−i :=∏j∈N, j �=i Sj

for the set of action profiles of all players except playeri, and alsos = (si , s−i ). LetM be
a bound on payoffs:|ui(s)|�M for all i ∈N and alls ∈ S.

A randomized (mixed) actionxi of playeri is a probability distribution overi ’s pure
actions, i.e.,1 xi ∈∆(Si). A randomized joint action (or joint distribution) z is a probability
distribution over the set ofN -tuples of pure actionsS, i.e., z ∈ ∆(S). Given suchz, we
write zi ∈∆(Si) andz−i ∈∆(S−i ) for the marginals ofz, i.e.,zi(si)=∑s−i∈S−i z(si , s−i )

1 For a finite setA, we write |A| for the number of elements ofA, and∆(A) for the set of probability
distributions onA, i.e.,∆(A) := {x ∈R

A+:
∑
a∈A x(a)= 1} (the(|A| − 1)-dimensional unit simplex).
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for all si ∈ Si , andz−i (s−i )=∑si∈Si z(si , s−i ) for all s−i ∈ S−i . When the joint action is
the result of independent randomizations by the players, we havez(s) =∏i∈N zi(si ) for
all s ∈ S; we will say in this case thatz is independent, or that it is aproduct measure.2

2.2. Dynamics

We consider continuous-time dynamics on∆(S) of the form

ż(t)= 1

t

(
q(t)− z(t)

)
, (2.1)

whereq(t) ∈ ∆(S) is3 the joint play at timet andz(t) is the ‘time-average joint play
Assume one starts att = 1 with some4 z(1) ∈∆(S).

To justify (2.1), recall the discrete-time model: Time ist = 1,2, . . . ; playeri at periodt
playssit ∈ Si, and the time-average joint play at timet is zt ∈∆(S), given inductively by5

zt = (1/t)(1st + (t − 1)zt−1), or

zt − zt−1= 1

t
(1st − zt−1).

Taking the expectation overst—whose distribution isqt—leads to (2.1).

3. Regret-based strategies

3.1. Regrets and the Hannan set

Given a joint distributionz ∈∆(S), theregrets of playeri are defined by6

Di
k(z) := ui

(
k, z−i

)− ui(z), for eachk ∈ Si;
putDi(z) := (Di

k(z))k∈Si for thevector of regrets.
It is useful to introduce the concept of theHannan set H (of a given gameΓ ) as the se

of all z ∈∆(S) satisfying

ui(z)� max
k∈Si

ui
(
k, z−i

)
for all i ∈N

(recall thatz−i denotes the marginal ofz on S−i ); i.e., z ∈ H if all regrets of all players
are non-positive:Di(z) � 0 for all i ∈ N. Thus, a joint distribution of actions lies in th
Hannan set if the payoff of each player is no less than his best-reply payoff against th

2 We thus view
∏
i∈N ∆(Si) as the subset of independent distributions in∆(S).

3 If in fact the players play independently thenq(t) ∈∏i∈N ∆(Si)⊂∆(S).
4 Note that if z(t) is on the boundary of∆(S), i.e., if (z(s))(t) = 0 for somes ∈ S, then (2.1) implies

(ż(s))(t)� 0, and thusz(t) can never leave∆(S).
5 We write1s for the unit vector in∆(S) corresponding to the pures ∈ S.
6 It is convenient to extend multilinearly the payoff functionsui from S to ∆(S), in fact to all R

S ; i.e.,
u(z) :=∑s∈S z(s)u(s) for all z ∈ R

S . We slightly abuse notation and write expressions of the form(k, z−i ) or
k× z−i instead ofei × z−i , wherek ∈ Si andei ∈∆(Si) is thek-unit vector.
k k
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distribution of actions of the other players (in the context of a repeated game, this
Hannan (1957) condition).

We note that:

• The Hannan setH is a convex set (in fact a convex polytope).
• The Hannan setH contains all correlated equilibria,7 and thusa fortiori all Nash

equilibria.
• If z is independent over the players, thenz is in the Hannan setH if and only if z is a

Nash equilibrium.

3.2. Potential functions

General regret-based strategies make use of potential functions, introduced in H
Mas-Colell (2001a). Apotential function onR

m is a functionP :Rm→R satisfying:

(P1) P is aC1 function;P(x) > 0 for all x /∈R
m−, andP(x)= 0 for all x ∈R

m−;
(P2) ∇P(x)� 0 and∇P(x) · x > 0 for all x /∈R

m−;
(P3) P(x)= P([x]+) for8 all x; and
(P4) there exist 0< ρ1 � ρ2 <∞ such thatρ1P(x)�∇P(x) ·x � ρ2P(x) for all x /∈R

m−.

Note that (P1), (P2), and (P3) correspond to (R1), (R2), and (R3) of Hart and Mas-
(2001a) for9,10 C = R

m−. Condition (P4) is technical.11

The potential functionP may be viewed as a generalized distance toR
m−; for example,

takeP(x)=min{(‖x − y‖p)p: y ∈R
m−} = (‖[x]+‖p)p where‖ · ‖p is thelp-norm onR

m

and 1<p <∞.

From now on we will always assume (P1)–(P4). By (P2), the gradient ofP at x /∈ R
m−

is a non-negative and non-zero vector; we introduce the notation12

∇̂P(x) := 1

‖∇P(x)‖∇P(x) ∈∆(m) (3.1)

7 Consider the setup where players get ‘recommendations’ before the play of the game. Correlated e
are those outcomes where no player can unilaterally gain by deviating from some recommendation.
constant deviations (i.e., playing a fixed action regardless of the recommendation) are allowed, this yie
Hannan set. Note that if every player has two strategies, then the Hannan set coincides with the set of c
equilibria. See Section 5.

8 We write [ξ ]+ for the positive part of the realξ, i.e., [ξ ]+ =max{ξ,0}; for a vectorx = (x1, . . . , xm), we
write [x]+ for ([x1]+, . . . , [xm]+).

9 The second part of (P1) is without loss of generality—see Lemma 2.3(c1) and the construction ofP1 in the
Proof of Theorem 2.1 of Hart and Mas-Colell (2001a).

10 The ‘better play’ condition (R3) is ‘Ifxk < 0 then∇kP (x)= 0,’ which indeed implies thatP (x)= P ([x]+).
11 ∇P (x) · x/P (x) = dP (τx)/dτ evaluated atτ = 1; therefore it may be interpreted as the ‘local returns

scale ofP at x.’ Condition (P4) thus says that the local returns to scale are uniformly bounded from abov
from below (away from 0). IfP is homogeneous of degreeα then one can takeρ1= ρ2= α.

12 It will be convenient to use throughout thel1-norm ‖x‖ =∑k |xk |. The partial derivative∂P (x)/∂xk of
P (x) with respect toxk is denoted∇kP (x) (it is the k-coordinate of the gradient vector∇P (x)). Finally, we
write∆(m) for the unit simplex ofRm.
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for thenormalized gradient of P atx; thus∇̂kP (x) := ∇kP (x)/(∑&∈Si ∇&P (x)) for each
k = 1, . . . ,m.

3.3. Regret-based strategies

‘Regret-matching’ is a repeated game strategy where the probabilities of pla
proportional to the positive part of the regrets (i.e., to[Di(z)]+). This is a special cas
of what we will call regret-based strategies.

We say that playeri uses aregret-based strategy if there exists a potential functio
P i :RSi →R (satisfying (P1)–(P4)) such that at each timet where some regret of playeri
is positive, the mixed playqi(t) ∈∆(Si) of i is proportional to the gradient of the potent
evaluated at the current regret vector; that is,

qi(t)= ∇̂P i
(
Di
(
z(t)

))
whenDi

(
z(t)

)
/∈R

Si− . (3.2)

Note that there are no conditions when the regret vector is non-positive. Such a stra
called aP i -strategy for short.

Condition (3.2) is the counterpart of the discrete-timeP i -strategy of Hart and Mas
Colell (2001a):

qik(T + 1)≡ Pr
[
siT+1= k | hT

]= ∇̂P i
k

(
Di(zT )

)
whenDi(zT ) /∈R

Si− .

Remark. The class of regret-based strategies of a playeri is invariant to transformation
of i ’s utility function which preservei ’s mixed-action best-reply correspondence (i
replacingui with ũi given byũi(s) := αui(s)+ v(s−i ) for someα > 0; indeed,v(·) does
not affect the regrets, andα changes the scale, which requires a corresponding ch
in P i ).

The main property of regret-based strategies (see Hart and Mas-Colell, 2
Theorem 3.3, for the discrete-time analog) is:

Theorem 3.1. Let z(t) be a solution of (2.1) and (3.2). Then limt→∞Di
k(z(t)) � 0 for

every k ∈ Si .
Remark. This result holds forany strategies of the other playersq−i; in fact, one may
allow correlation between the players inN\{i} (but, of course,q−i must be independen
of qi—thusq(t)= qi(t)× q−i (t)).

Proof. For simplicity rescale the timet so that (2.1) becomes13 ż = q − z. Assume
Di(z) /∈R

Si− , soP i(Di(z)) > 0. We have (recall Footnote 6)

Ḋi
k(z)= ui

(
k× ż−i − ż

)= ui
(
k× (q−i − z−i

)− qi × q−i + z
)

= ui
(
k× q−i − qi × q−i − k× z−i + z

)
= ui

(
k, q−i

)− ui
(
qi, q−i

)−Di
k(z).

13 Taket̃ = exp(t).



380 S. Hart, A. Mas-Colell / Games and Economic Behavior 45 (2003) 375–394

ce is to

the

t, then
ro by

at

sses of
uilibria
Multiplying by qik and summing overk ∈ Si yields

qi · Ḋi(z)=−qi ·Di(z). (3.3)

Defineπi(z) := P i(Di(z)); then (recall (3.2))

π̇ i (z)=∇P i
(
Di(z)

) · Ḋi(z)= ∥∥∇P i
(
Di(z)

)∥∥qi · Ḋi(z)

=−∥∥∇P i
(
Di(z)

)∥∥qi ·Di(z)=−∇P i
(
Di(z)

) ·Di(z). (3.4)

Using condition (P2) implies thaṫπi < 0 whenDi(z) /∈ R
Si−—thus πi is a strict

Lyapunov function for the dynamical system. It follows that14 πi(z)→ 0. ✷
Corollary 3.2. If all players play regret-based strategies, then z(t) converges as t→∞ to
the Hannan set H.

One should note that here (as in all the other results of this paper), the convergen
theset H, and not to a specific point in that set. That is, the distance betweenz(t) and the
setH converges to 0; or, equivalently, the limit of any convergent subsequence lies in
set.

We end this section with a technical result: Once there is some positive regre
a regret-based strategy will maintain this forever (of course, the regrets go to ze
Theorem 3.1).

Lemma 3.3. If Di(z(t0)) /∈R
Si− then Di(z(t)) /∈R

Si− for all t � t0.

Proof. Let πi := P i(Di(z)). Thenπi(t0) > 0, and (3.4) together with (P3) implies th
π̇ i �−ρ2π

i and thusπi(t)� e−ρ2(t−t0)πi(t0) > 0 for all t > t0. ✷

4. Nash equilibria

In this section we consider two-person games, and show that in some special cla
games regret-based strategies by both players do in fact lead to the set of Nash eq
(not just to the Hannan set, which is in general a strictly larger set).

If z belongs to the Hannan setH , thenui(z) � ui(ki, zj ) for all ki ∈ Si and i �= j .
Averaging according tozi yields

ui(z)� ui
(
z1, z2) for i = 1,2. (4.1)

Lemma 4.1. In a two-person game, if z belongs to the Hannan set and the payoff of z is
the same as the payoff of the product of its marginals, i.e., if

ui(z)= ui
(
z1, z2) for i = 1,2, (4.2)

then (z1, z2) is a Nash equilibrium.

14 Note that only (P1) and (P2) were used in this proof.
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Proof. If z ∈H thenui(ki, zj )� ui(z)= ui(z1, z2) for all ki ∈ Si . ✷
4.1. Two-person zero-sum games

Consider a two-person zero-sum gameΓ, i.e.,u1 = u andu2 = −u. Let v denote the
minimaxvalue of Γ. A pair of (mixed) strategies(y1, y2) is a Nash equilibrium if and only
if yi is anoptimal strategy of playeri (i.e., if it guarantees the valuev).

Theorem 4.2. Let Γ be a two-person zero-sum game. If both players play regret-based
strategies, then (z1(t), z2(t)) converges to the set of Nash equilibria of Γ , and u(z(t)) and
u(z1(t), z2(t)) both converge as t→∞ to the minimax value v of Γ.

Proof. The inequalities (4.1) for both players imply the equalities (4.2), and the r
follows from Theorem 3.1 and Lemma 4.1.✷

See Corollary 4.5 in Hart and Mas-Colell (2001a) for the discrete-time analog.

4.2. Two-person potential games

Consider a two-personpotential game Γ : Without loss of generality the two playe
have identical payoff functions15 u1= u2= u :S→R.

We will show first that if initially16 each player has some positive regret, then b
players using regret-based strategies leads to the set of Nash equilibria. Regre
strategies allow a player to behave arbitrarily when all his regrets are non-positiv
particular, inside the Hannan set (which is larger than the set of Nash equilibria). In
to extend our result and always guarantee convergence to the set of Nash equilib
strategies need to be appropriately defined in the case of non-positive regrets; we d
the end of this subsection.

Before proceeding we need a technical lemma.

Lemma 4.3. Let P be a potential function (satisfying (P1)–(P4)). Then for every K > 0
there exists a constant c > 0 such that

max
k
xk � c

(
P(x)

)1/ρ2 for all x ∈ [−K,K]m.

Proof. Since replacingP with P 1/ρ2 does not affect (P1)–(P4), we can assume with
loss of generality thatρ2 = 1 in (P4). Take a non-negativex ∈ [0,K]m, and letf (τ) :=
P(τx) for τ � 0. Thenf ′(τ ) = ∇P(τx) · x � P(τx)/τ = f (τ)/τ for all τ > 0; hence
(f (τ )/τ )′ � 0, which implies thatf (τ)/τ � f (1) for all τ � 1. ThusP(τx)� τP (x) for
all x � 0 and all 0� τ � 1. Let a :=min{P(x): x � 0, ‖x‖ =K}, thena > 0 since the
minimum is attained. Hence

P(x)= P(x1, . . . , xm)� P(x1,0, . . . ,0)�
x1

K
P(K,0, . . . ,0)� x1

K
a

15 Recall the remark preceding Theorem 3.1.
16 I.e., att = 1—or, in fact, at anyt = t0.
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(the first inequality since∇P � 0). Altogether we getx1 � cP (x) wherec = K/a; the
same applies to the other coordinates. Forx ∈ [−K,K]m which is not non-negative, us
(P3):

max
k
xk � max

k
[xk]+ � cP

([x]+)= cP (x).

This completes the proof.✷
By replacingP with cP 1/ρ2 for an appropriatec > 0—which does not affect th

normalized gradient—we will assume from now on without loss of generality tha
potentialP i for each playeri is chosen so that

max
k∈Si

xk � P i(x) for all x ∈ [−2M,2M]Si . (4.3)

We deal first with the case where initially, att = 1, both players have some positi
regret.

Theorem 4.4. Let Γ be a two-person potential game. Assume that initially both players
have some positive regret, i.e., Di(z(1)) /∈ R

Si− for i = 1,2. If both players use regret-
based strategies, then the pair of marginal distributions (z1(t), z2(t)) ∈ ∆(S1) × ∆(S2)

converges as t →∞ to the set of Nash equilibria of the game. Moreover, there exists a
number v̄ such that (z1(t), z2(t)) converges to the set of Nash equilibria with payoff v̄ (to
both players), and the average payoff u(z(t)) also converges to v̄.

Proof. We again rescalet so that ż = q − z. Lemma 3.3 implies thatπi(t) :=
P i(Di(zi(t))) > 0 for all t . We have

u̇
(
z1, z2)= u̇

(
z1× z2)= u

(
ż1× z2+ z1× ż2)

= u
((
q1− z1)× z2+ z1× (q2− z2))

= u
(
q1, z2)+ u

(
z1, q2)− 2u

(
z1, z2).

Now

u
(
q1, z2)=∑

k∈S1

q1
k u
(
k, z2)= u(z)+

∑
k∈S1

q1
kD

1
k (z)= u(z)+ q1 ·D1 > u(z)

(by (P2) sinceq1 is proportional to∇P 1(D1)). Thus

u̇
(
z1, z2)> 2u(z)− 2u

(
z1, z2). (4.4)

Next, (4.3) implies

u
(
k, z2)− u(z)=D1

k (z)� P 1(D1(z)
)= π1

for all k ∈ S1, and therefore

u
(
z1, z2)− u(z)� π1. (4.5)

Similarly for player 2, and thus from (4.4) we get

u̇
(
z1, z2)>−π1− π2. (4.6)
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π̇ i =−∇P i
(
Di(z)

) ·Di(z)�−ρP i
(
Di(z)

)=−ρπi (4.7)

(we have used (3.4) and (P3), withρ the minimum ofρi1 of (P4) fori = 1,2).
Definev := u(z1, z2)− π1/ρ − π2/ρ; from (4.6) we get

v̇ = u̇
(
z1, z2)− π̇1/ρ − π̇2/ρ � u̇

(
z1, z2)+ π1+ π2 > 0. (4.8)

Thereforev increases; since it is bounded, it converges; letv̄ be its limit. Theorem 3.1
implies thatπi→ 0, sou(z1, z2)→ v̄.

By Lemma 4.1, it remains to show thatu(z)− u(z1, z2)→ 0. We use the following

Lemma 4.5. Let f :R+→R+ be a non-negative, uniformly Lipschitz function such that∫∞
0 f (t)dt <∞. Then f (t)→ 0 as t→∞.

Proof. Let L be such that|f (t) − f (T )| � L|t − T | for all t, T . If f (T ) � 2ε > 0,
thenf (t) � ε for all T � t � T + ε/L, so

∫ T+ε/L
T

f (t)dt � ε2/L. Since the integral is
bounded, it follows that there can be at most finitely many such occurrences, sof (T ) < 2ε
for all T large enough. ✷

To get back to the proof of Theorem 4.4: definef := 2u(z)− 2u(z1, z2)+ π1 + π2;
thenf is non-negative (by (4.5)) and uniformly Lipschitz, and

∫∞
0 f (t)dt is finite (it is

bounded bȳv, sincef < u̇(z1, z2)+ π1+ π2 � v̇ by (4.4) and (4.8)). Lemma 4.5 implie
thatf → 0; thusu(z)− u(z1, z2)→ 0 (sinceπi→ 0). ✷

We handle now the case where at the initial conditionz(1) all the regrets of a playeri
are non-positive. We define the strategy ofi as follows:i plays an arbitraryfixed mixed
strategyȳi ∈∆(Si), up to such timeT i when some regret is at least 1/T i (i.e.,T i is the
first t > 1 such that17 maxk∈Si Di

k(z(t)) � 1/t); of course, if this never happens (i.e.,
T i =∞), theni always playsȳi . After time T i playeri playsP i -regret-matching (reca
Lemma 3.3). That is,

qi(t) :=
{
ȳi , for t � T i,

∇̂P i(Di(z(t))) for t > T i.
(4.9)

Corollary 4.6. The result of Theorem 4.4holds for any initial z(1) when the strategies are
given by (4.9).

Proof. If there is some timeT after which both players playqi = ∇̂P i(Di(z)), then we
apply Theorem 4.4 starting atT . Otherwise, for a playeri that playsȳi forever, we have
maxk∈Si Di

k(z(t)) < 1/t for all t, soDi(z(t))→ R
Si− . Moreoverzi(t) converges to the

constant̄yi and soz(t) becomes independent in the limit (i.e.,z(t)− zi(t)× z−i (t)→ 0);

17 We use 1/t rather than 0 in order to avoid difficulties at the boundary ofR
Si− ; any positive function oft

converging to 0 ast→∞ will do.
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the convergence to the set of Nash equilibria follows from Lemma 4.1. Finally, the p
v̄ is just the best-reply payoff againstȳi . ✷

The analog of this result for discrete-time—which is a new result—is stated and p
in Appendix A.

4.3. Other classes of games

Smooth fictitious play—which may be viewed as (approximately) a limiting cas
regret-based strategies—has been shown to converge to the set of (approximat
equilibria for additional classes of two-person games, namely, games with a unique i
ESS, and supermodular games (see Hofbauer and Sandholm, 2002). It turns out that
regret-based strategies converge to Nash equilibria for the first class (Hofbauer, p
communication (2002)); we do not know about the second class.

5. Correlated equilibria

Given a joint distributionz ∈∆(S), the regret of playeri for actionk may be rewritten
as follows:

Di
k(z)=

∑
s∈S

[
ui
(
k, s−i

)− ui(s)
]
z(s)

=
∑
j∈Si

∑
s−i∈S−i

[
ui
(
k, s−i

)− ui(j, s−i)]z(j, s−i).
We now define theconditional regret of player i from action j to action k (for j, k ∈ Si
with j �= k) as follows:

Ci
jk(z) :=

∑
s−i∈S−i

[
ui
(
k, s−i

)− ui
(
j, s−i

)]
z
(
j, s−i

)
. (5.1)

This is the change in the payoff ofi if action j had always been replaced by actionk.
DenoteL := {(j, k) ∈ Si × Si : j �= k} and letCi(z) := (Ci

jk(z))(j,k)∈L be the vector of
conditional regrets. A distributionz ∈ ∆(S) is a correlated equilibrium if and only if
Ci(z)� 0 for all i ∈N (see Hart and Mas-Colell, 2000).18

Conditional regret-based strategies for a playeri will define the action ofi by the way it
changes with time—i.e., by a differential equation. This requires us to addqi(t) ∈∆(Si) as
a state variable—in addition toz(t) ∈∆(S),which changes according to (2.1). Specifica
we say that playeri plays aconditional regret-based strategy if there exists a potentia
functionP i :RL→R (satisfying (P1)–(P4)), such that, whenCi(z(t)) /∈R

L−,

q̇ ij (t)=
∑
k �=j
∇(k,j)P i

(
Ci
(
z(t)

))
qik(t)−

∑
k �=j
∇(j,k)P i

(
Ci
(
z(t)

))
qij (t) (5.2)

18 Note thatCi
jk
(z) � 0 for all j �= k implies Di

k
(z) =∑j �=k Cijk(z) � 0; this shows that the Hannan s

contains the set of correlated equilibria (recall Section 3.1 and Footnote 7).
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for all j ∈ Si, where∇(k,j) denotes the derivative with respect to the(k, j)-coordinate;19

again, there are no conditions when all conditional regrets are non-positive, i.e.,
Ci(z(t)) ∈R

L−.
To see where (5.2) comes from, recall the discrete-time strategy of Hart and Mas-

(2000, (2.2)):

qij (t + 1)= 1sit=j
[
1− 1

µ

∑
k �=j

Ri(j,k)(t)

]
+
∑
k �=j

1sit=k
1

µ
Ri(k,j)(t),

which, when taking expectations, yields

qij (t + 1)= qij (t)

[
1− 1

µ

∑
k �=j

Ri(j,k)(t)

]
+
∑
k �=j

qik(t)
1

µ
Ri(k,j)(t)

= qij (t)+
1

µ

∑
k �=j

[
Ri(k,j)(t)q

i
k(t)−Ri(j,k)(t)q

i
j (t)

]
.

Replacing the positive part of the regretsRi(k,j) = [Ci
(j,k)]+ with their generalization

∇(k,j)P i(Ci) leads to (5.2) (see Hart and Mas-Colell, 2001a, Section 5.1).

Remarks.

(1) The ‘speeds of adjustment’ ofq andz (a constant forq, and 1/t for z) are different.
(2) We have

∑
j q̇

i
j = 0 andq̇ ij � 0 whenqij = 0; thereforeqi never leaves the simple

∆(Si) if we start there (i.e., ifqi(1) ∈∆(Si)).

Theorem 5.1. If player i plays a conditional regret-based strategy, then

limt→∞max
j,k

Ci
jk

(
z(t)

)
� 0

for any play q−i (t) of the other players.

Corollary 5.2. If all players use conditional regret-based strategies, then z(t) converges
as t→∞ to the set of correlated equilibria of the game Γ .

Remark. Unlike the discrete-time case (see the discussion in Hart and Mas-Colell,
Section 4(d)), the result for continuous time applies to each player separately; tha
assumption is needed onq−i in Theorem 5.1. The reason is that, in the ‘limit’—as t
time periods become infinitesimal—the condition of Cahn (2000) is essentially sat
by any continuous solution.20 Thus continuous-time conditional regret-based strategie

19 (5.2) may be viewed as the differential equation for the expected probability of a continuous-time M
process.

20 The Cahn condition is that the effect of the choice of playeri at timet on the choice of another playerj at
some future time goes to zero ast goes to infinity. More precisely, if the historiesht+w−1 andh′

t+w−1 differ

only in their sit -coordinate, then for allj �= i we have|Pr[sjt+w = sj |ht+w−1] − Pr[sjt+w = sj |h′
t+w−1]| �

f (w)/g(t) for some functionsf andg such thatg(t)→ 0 ast→∞.
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‘universally conditionally consistent’ or ‘universally calibrated’ (cf. Fudenberg and Lev
1998, 1999).

Proof of Theorem 5.1. Assume without loss of generality that in (P4) we haveρ1 = 1
(replaceP i with (P i)1/ρ1). Throughout this proof,j andk will always be elements ofSi ;
we have:

Ċi
jk(z)=

∑
s−i∈S−i

[
ui
(
k, s−i

)− ui
(
j, s−i

)]
ż
(
j, s−i

)
= 1

t

∑
s−i∈S−i

[
ui
(
k, s−i

)− ui(j, s−i)](−z(j, s−i)+ qijq
−i
s−i
)

= 1

t

(
−Ci

jk(z)+
∑

s−i∈S−i

[
ui
(
k, s−i

)− ui
(
j, s−i

)]
qij q

−i
s−i

)
. (5.3)

Denoteπ(t) := P i(Ci(z(t))) andG(t)=∇P i(Ci(z(t))). Then

π̇ =G · Ċi (z)

�−1

t
π + 1

t

∑
s−i∈S−i

q−i
s−i

{∑
j,k

Gjk

[
ui
(
k, s−i

)− ui
(
j, s−i

)]
qij

}
, (5.4)

where we have used (P4) (recall thatρ1 = 1). Denote byE the right-hand sum overs−i ,
and byE(s−i ) the expression in the curly brackets{. . .} (thusE is a weighted average o
theE(s−i )). Rearranging terms yields

E
(
s−i
)=∑

j

u
(
j, s−i

)[∑
k

Gkj q
i
k −

∑
k

Gjkq
i
j

]
=
∑
j

u
(
j, s−i

)
q̇ ij .

We now claim thaṫqij → 0 ast→∞ for all j ∈ Si .
Indeed, letm := |Si |, then |Ci

jk| � 2M and so‖Ci‖ � 2Mm(m − 1) =: M1; also

|Ċi
jk|� 2M|S−i |/t (since|ż(s)|� 1/t for all s by (2.1)) and thus∥∥Ċi

∥∥� 2M
∣∣S−i ∣∣m(m− 1)/t =:M2/t.

LetK be a Lipschitz bound for∇P i(x) over‖x‖�M1; then for allt2 � t1 � 1 we have∥∥G(t2)−G(t1)
∥∥�K

∥∥Ci
(
z(t2)

)−Ci
(
z(t1)

)∥∥�K
∥∥Ċi

(
z(τ )

)∥∥(t2− t1)

�KM2
t2− t1

t1
(5.5)

(τ ∈ [t1, t2] is some intermediate point).
LetM3 :=max‖x‖�M1 ‖∇P i(x)‖, and define

Ajk(t) := 1

M3
Gjk(t), for j �= k, and

Ajj (t) := 1− 1

M3

∑
Gkj (t).
k �=j
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ThenA(t) is a stochastic matrix,21 and (5.2) can be rewritten as22

q̇ i(t)=M3q
i(t)

(
A(t)− I

)
. (5.6)

Finally, (5.5) yields23∥∥A(t2)−A(t1)
∥∥� m

M3

∥∥G(t2)−G(t1)
∥∥� mKM2

M3

t2− t1
t1

for all t2 � t1 � 1.
Applying Proposition B.1 (see Appendix B; the constantM3 in (5.6) does not matter—

replacet byM3t) implies that indeeḋqi→ 0 ast→∞.
ThereforeE(s−i )→ 0 and so (recall (5.4))tπ̇ (t)+ π(t)� E(t)→ 0 ast→∞, from

which it follows thatπ(t)→ 0 (indeed, for eachε > 0 let t0≡ t0(ε) be such that|E(t)|� ε

for all t � t0; then d(tπ(t))/dt � ε for all t � t0, which yieldstπ(t)� t0π(t0)+ ε(t − t0)

and thuslimt→∞π(t)� ε). ✷

6. Remarks

(a) It is worthwhile to emphasize, once again, that the appropriate state space
analysis is not the product of the mixed action spaces of the players

∏
i ∆(S

i), but the
space of joint distributions on the product of their pure action sets∆(

∏
i S

i). This is so
because, as we pointed out in Hart and Mas-Colell (2001a, Section 4), with the exc
of the limiting case constituted by fictitious play, the dynamics of regret-matching de
onu(z), the time-average of the realized payoffs, and therefore on the joint distributz.
It is interesting to contrast this with, for example, Hofbauer (2000) and Sandholm (2
where, in an evolutionary context, dynamics similar to regret-matching are consider
where, nonetheless, the context dictates that the appropriate state space is the produ
mixed action spaces. This family of evolutionary dynamics is named by Hofbauer (
‘Brown–von Neumann–Nash dynamics.’

(b) The fact that the state space variable is the time-average distribution of plaz(t)

does not impose on players informational requirements additional to those familiar
say, fictitious play. It only asks that players record also their own play at each period
i keeps track of the frequency of eachs, and not only ofs−i ).

(c) One could ask to what extent the discrete-time analog of the results in this
can be obtained by appealing to stochastic approximation techniques (see Benaïm
or Benaïm and Weibull, 2003). We have not investigated this matter in detail. Howe
seems to us that for the results of Section 3 and Appendix C it should be a relatively s
matter, but for those of Sections 4 (Nash equilibria) and 5 (correlated equilibria) ther
be a real challenge.

21 I.e., its elements are nonnegative and the sum of each row is 1.
22 Vectors (likeq) are viewed as row vectors;I denotes the identity matrix.
23 The norm‖A‖ of a matrixA is taken to be max{‖xA‖: ‖x‖ = 1}, so that always‖xA‖ � ‖x‖‖A‖. Note

that if A= (Ajk) is anm×m matrix then maxj,k |Ajk |� ‖A‖�mmaxj,k |Ajk |; if moreoverA is a stochastic
matrix, then‖A‖ = 1.
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Appendix A. Discrete-time dynamics for potential games

In this appendix we deal with discrete-time dynamics for two-person potential games (see Section 4
assume that the potential functionP i of each player satisfies (P1)–(P4) and, in addition,

(P5) P is aC2 function.

A discrete-time regret-based strategy of playeri is defined as follows: IfDi(zt−1) /∈R
Si− (i.e., if there is some

positive regret), then the play probabilities are proportional to the gradient of the potential∇P i(Di(zt−1)). If

Di(zt−1) ∈R
Si− (i.e., if there is no positive regret),24 then we assume thati uses the empirical distribution of h

past choiceszit−1.One simple way to implement this is to choose at random a past periodr = 1,2, . . . , t−1 (with
equal probabilities of 1/(t − 1) each) and play at timet the same action that was played at timer (i.e.,sit = sir ).

25

To summarize: At timet the action of playeri is chosen according to the probability distributionqit ∈ ∆(Si)
given by

qit (k)= Pr
[
sit = k | ht−1

] :=
 ∇̂kP

i
(
Di(zt−1)

)
, if Di(zt−1) /∈R

Si− ,

zit−1(k), if Di(zt−1) ∈R
Si− ,

(A.1)

for eachk ∈ Si (starting att = 1 with an arbitraryqi1 ∈∆(Si)).

Theorem A.1. Let Γ be a two-person potential game. If both players use regret-based strategies (A.1), then,
with probability 1, the pair of empirical marginal distributions (z1

t , z
2
t ) converges as t →∞ to the set of

Nash equilibria of the game, and the average realized payoff u(zt ) (and u(z1
t , z

2
t )) converges to the set of Nash

equilibrium payoffs.

Proof. Without loss of generality assume that (4.3) holds for both players (thusρi2= 1 in (P4)), and letρ > 0 be
the minimum of theρi1 in (P4). Putdit (k) := Di

k(zt ) for the k-regret anddit := Di(zt ) for the vector of regrets
andπit := P i(Di(zt ))= P i(dit ). For clarity, we divide the proof into five steps.

Step 1. πit → 0 ast→∞ a.s., and there exists a constantM1 such that

E
[
πit | ht−1

]
� (1− ρ/t)πit−1+

M1

t2
. (A.2)

24 Unlike the continuous-time case (recall Lemma 3.3), here the regret vector may enter and exit the n
orthant infinitely often—which requires a more delicate analysis.

25 In short: There is no change when there is no regret. Other definitions are possible in this case of ‘no r
for example, the result of Theorem A.1 can be shown to hold also if a player plays optimally against the em
distribution of the other player (i.e., ‘fictitious play’) when all his regrets are non-positive.
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ts

tly).
Proof. 26 Consider player 1; for eachk ∈ S1 we have

E
[
d1
t (k)− d1

t−1(k) | ht−1
]= t − 1

t
u
(
k, z2

t−1

)+ 1

t
u
(
k, q2

t

)− t − 1

t
u(zt−1)− 1

t
u
(
q1
t , q

2
t

)
− u(k, z2

t−1

)+ u(zt−1)

= 1

t

(
u
(
k, q2

t

)− u(q1
t , q

2
t

))− 1

t
d1
t−1(k).

The first term vanishes when averaging according toq1
t , so

E
[
q1
t ·
(
d1
t − d1

t−1

) | ht−1
]=−1

t
q1
t · d1

t−1

(compare with (3.3)). Ifd1
t−1 /∈R

S1

− thenq1
t is proportional to∇P 1(d1

t−1); hence

E
[∇P 1(d1

t−1

) · (d1
t − d1

t−1

) | ht−1
]=−1

t
∇P 1(d1

t−1

) · d1
t−1 �−ρ

t
P 1(d1

t−1

)
by (P4). This also holds whend1

t−1 ∈R
S1

− (since then bothP 1 and∇P 1 vanish). Therefore, by (P5), there exis
some constantM1 such that

E
[
P 1(d1

t

)−P 1(d1
t−1

) | ht−1
]
�−ρ

t
P 1(d1

t−1

)+ M1

t2
,

which is (A.2). Finally,πit → 0 follows from Theorem 3.3 in Hart and Mas-Colell (2001a) (or use (A.2) direc

Step 2. Let27 αit−1 := u(qit , z
j

t−1)− u(z1
t−1, z

2
t−1)+ πit−1. Thenαit−1 � 0 and moreover:

If πit−1 > 0 then αit−1 >u(zt−1)− u
(
z1
t−1, z

2
t−1

)+ πit−1 � 0. (A.3)

Proof. Takei = 1. We have

u
(
k, z2

t−1

)− u(zt−1)= d1
t−1(k)� P 1(d1

t−1

)= π1
t−1 (A.4)

for all k ∈ S1 by (4.3). Averaging overk according toz1
t−1 yields

u
(
z1
t−1, z

2
t−1

)− u(zt−1)� π1
t−1.

If π1
t−1 = 0 thenq1

t = z1
t−1 and soα1

t−1 = 0. If π1
t−1 > 0 thenq1

t · d1
t−1 = ∇̂P 1(d1

t−1) · d1
t−1 > 0 by (P2); thus

averaging the equality in (A.4) according toq1
t−1 implies that

u
(
q1
t , z

2
t−1

)− u(zt−1) > 0.

Adding the last two displayed inequalities completes the proof.

Step 3. Let πt := π1
t + π2

t andαt := α1
t + α2

t , and define

vt := u
(
z1
t , z

2
t

)− 1

ρ
πt −

∞∑
r=t+1

M2

r2
,

whereM2 := 2M + 2M1/ρ. Then

E[vt | ht−1]� vt−1+ t − 1

t2
αt−1 � vt−1, (A.5)

and there exists a bounded random variablev such thatu(z1
t , z

2
t )→ v ast→∞ a.s.

26 Compare with (4.7) and with the computation of Lemma 2.2 in Hart and Mas-Colell (2001a).
27 We usej for the other player (i.e.,j = 3− i).
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Proof. We have

E
[
t2u
(
z1
t , z

2
t

) | ht−1
]= (t − 1)2u

(
z1
t−1, z

2
t−1

)+ (t − 1)u
(
q1
t , z

2
t−1

)+ (t − 1)u
(
z1
t−1, q

2
t

)+ u(q1
t , q

2
t

)
and thus (recall the definition ofαit−1, and|u(·)|�M)

E
[
u
(
z1
t , z

2
t

) | ht−1
]
� u

(
z1
t−1, z

2
t−1

)− t − 1

t2
πt−1+ t − 1

t2
αt−1− 2M

t2
. (A.6)

Using the inequality (A.2) of Step 1,πt−1 � 0, andαt−1 � 0, we get

E[vt | ht−1]� u
(
z1
t−1, z

2
t−1

)− t − 1

t2
πt−1+ t − 1

t2
αt−1− 2M

t2
− 1

ρ
(1− ρ/t)πt−1− 2M1

ρt2
−

∞∑
r=t+1

M2

r2

� u
(
z1
t−1, z

2
t−1

)− 1

ρ
πt−1−

∞∑
r=t

M2

r2
+ t − 1

t2
αt−1= vt−1+ t − 1

t2
αt−1 � vt−1.

Therefore(vt )t=1,2,... is a bounded submartingale, which implies that there exists a bounded random varv
such thatvt → v a.s., and sou(z1

t , z
2
t )→ v (sinceπit → 0 by Step 1).

Step 4. 1π1
t >0(u(zt )− u(z1

t , z
2
t ))→ 0 ast→∞ a.s.

Proof. From (A.5) we get

wT :=
T∑
t=1

(
E[vt+1 | ht ] − vt

)
�

T∑
t=1

βt

t
, whereβt−1 := (t−1)2

t2
αt−1 � 0.

Thus(wT )T=1,2,... is a non-negative non-decreasing sequence, with supT E(wT )= supT E(vT+1)− E(v1) <∞
(the sequencevt is bounded). Therefore a.s. limwT exists and is finite, which implies that

∞∑
t=1

βt

t
<∞. (A.7)

In addition,|zt (s)− zt−1(s)|� 1/t for all s ∈ S, and therefore

|βt − βt−1|� M3

t
for some constantM3. (A.8)

Lemma A.2. Let (βt )t=1,2,... be a non-negative real sequence satisfying (A.7) and (A.8). Then βt → 0 as t→∞.

Proof. 28 Without loss of generality takeM3= 1. Let 0< ε � 1, and assume thatβt � 2ε for somet. Then (A.8)
yields, for allt � r � t + εt,

βr � βt − 1

t + 1
− · · · − 1

r
� 2ε− r − t

t
� 2ε− ε = ε, and thus

βr

r
� ε

(1+ ε)t
� ε

2t
.

Therefore∑
t�r�t+εt

βr

r
� εt

ε

2t
= ε2

2
> 0.

By (A.7), this implies that there can be at most finitely manyt such thatβt � 2ε, so indeedβt → 0. ✷
Using Lemma A.2 shows that a.s.βt → 0 and soαt → 0, which together withπt → 0 proves Step 4 (reca

(A.3)).

28 (A.7) implies that the Cesaro averages of theβt converge to 0 (this is Kronecker’s Lemma); together w
(A.8), we obtain that theβt themselves converge to 0.
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Step 5. 1π1
t =0(u(zt )− u(z1

t , z
2
t ))→ 0 ast→∞ a.s.

Proof. Let γt := 1
π1
t =0 be the indicator of the eventπ1

t = 0 and defineXt := t (u(zt ) − u(z1
t , z

2
t )). Then

|Xt −Xt−1|� 4M, and

E[Xt | ht−1, γt−1= 1] = (t − 1)u(zt−1)+ u
(
z1
t−1, q

2
t−1

)− (t − 1)u
(
z1
t−1, z

2
t−1

)− u
(
z1
t−1, q

2
t−1

)=Xt−1

(sinceq1
t = z1

t−1 whenγt−1 = 1). Let Yt := γt−1(Xt − Xt−1); then theYt are uniformly bounded martingal
differences. Azuma’s inequality29 yields, for eachε > 0 andr < t,

Pr

[ t∑
τ=r+1

Yτ > tε

]
< exp

(
− (tε)2

2(4M)2(t − r)
)

� exp(−δt)

whereδ := ε2/32M2 > 0, and thus

Pr

[ t∑
τ=r+1

Yτ > tε for somer < t

]
< t exp(−δt).

For eacht � 1 defineR ≡ R(t) to be the maximal indexr < t such thatγr = 0; if there is no suchr, put
R(t)= 0 and, for convenience, takeγ0 ≡ 0 andX0 ≡ 0. Thusγτ = 1 forR+1� τ � t−1 andγR = 0. Therefore
γt−1Xt −XR(t)+1=∑t

τ=R(t)+2Yτ , and so

Pr[γt−1Xt −XR(t)+1 > tε]< t exp(−δt). (A.9)

The series
∑

t t exp(−δt) converges; therefore, by the Borel–Cantelli Lemma, the event of (A.9) happenin
infinitely manyt has probability 0. Thus a.s.γt−1Xt−1 −XR(t) � γt−1Xt −XR(t)+1+ 8M � tε + 8M for all t
large enough (recall that|Xt −Xt−1|� 4M), which implies that

limt→∞
1

t
γtXt � lim t→∞

1

t
XR(t) + ε.

Now eitherR(t)→∞, in which case(1/t)XR(t) � (1/R(t))XR(t)→ 0 by Step 4 sinceπ1
R(t) > 0; orR(t)=

r0 for all t � r0, in which case(1/t)XR(t) � (1/t)(4M)r0 → 0. Thus1π1
t =0(u(zt )− u(z1

t , z
2
t ))= γtXt /t→ 0

a.s., as claimed.

Proof of Theorem A.1. Steps 4 and 5 show thatu(zt ) converges (a.s.) to the same (random) limitv of u(z1
t , z

2
t )

(recall Step 3), which proves that any limit point of the sequence(z1
t , z

2
t ) is indeed a Nash equilibrium (se

Lemma 4.1). ✷
Remark. The proof shows that in fact, with probability one, all limit points are Nash equilibria with the s
payoff; that is, for almost every realization (i.e., infinite history) there exists an equilibrium payoffv such that
u(z1

t , z
2
t )—and alsou(zt )—converges tov.

Appendix B. Continuous-time Markov processes

In this appendix we prove a result on continuous-time Markov processes that we need in Section 5.

Proposition B.1. For each t � 1, let A(t) be a stochastic m×m matrix, and assume that there exists K such that∥∥A(t2)−A(t1)
∥∥�K

t2− t1

t1
for all t2 � t1 � 1.

29 Azuma’s inequality is: Pr[∑m
i=1Yi > λ]< exp(−λ2/(2K2m)), where theYi are martingale differences wit

|Yi |�K; see Alon and Spencer (2000, Theorem 7.2.1).
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is
Consider the differential system

ẋ(t)= x(t)
(
A(t)− I

)
starting with some30 x(1) ∈∆(m). Then

ẋ(t)→ 0.

The proof consists of considering first the case whereA(t) = A is independent oft (Proposition B.2), and
then estimating the difference in the general case (Lemma B.3).

Proposition B.2. There exists a universal constant c such that∥∥et (A−I )(A− I )
∥∥� c√

t

for any stochastic matrix31 A and any t � 1.

Proof. We have et (A−I ) = e−tIetA = e−tetA and

etA(A− I )=
∞∑
n=0

tn

n!
(
An+1−An

)= ∞∑
n=0

αnA
n, whereαn := tn−1

(n− 1)! −
tn

n!

(put t−1/(−1)! = 0). The matrixAn is a stochastic matrix for alln; therefore‖An‖ = 1, and thus

∥∥etA(A− I )
∥∥�

∞∑
n=0

|αn|.

Now αn > 0 for n > t andαn � 0 for n � t, so
∑

n |αn| =
∑

n>t αn −
∑

n�t αn. Each one of the two sums

telescopic and reduces to32 tr /r!, wherer := �t� denotes the largest integer that is� t. Using Stirling’s formula33

r! ∼ √2πr rre−r together witht/r→ 1 and(t/r)r → et−r yields

tr

r! ∼
trer√
2πrrr

∼ et√
2πt

.

Therefore

limt→∞
∥∥et (A−I )(A− I )

∥∥√t �
√

2

π
,

from which the result follows.34 ✷
Remark. For each stochastic matrixA it can be shown that35 ‖et (A−I )(A − I )‖ = O(eµt ), whereµ < 0 is
given by36 µ :=max{Reλ : λ �= 0 is an eigenvalue ofA− I }. However, this estimate—unlike theO(t−1/2) of
Proposition B.2—isnot uniform inA and thus does not suffice.

30 Recall that∆(m) is the (m − 1)-dimensional unit simplex inRm. Note thatx(1) ∈ ∆(m) implies that
x(t) ∈∆(m) for all t � 1.

31 Of arbitrary sizem×m.
32 They are equal since

∑
n αn = 0.

33 f (t)∼ g(t) means thatf (t)/g(t)→ 1 ast→∞.
34 Note that all estimates are uniform: They depend neither onA nor on the dimensionm.
35 f (t)=O(g(t)) means that there exists a constantc such that|f (t)|� c|g(t)| for all t large enough.
36 λ is an eigenvalue ofA− I if and only if λ+ 1 is an eigenvalue ofA. Thus|λ+ 1|� 1, which implies that

eitherλ= 0 or Reλ < 0.
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,

m and
vector-
Lemma B.3. For each t � 1, let A(t),B(t) be stochastic m× m matrices, where the mappings t → A(t) and
t→ B(t) are continuous. Let x(t) and y(t) be, respectively, the solutions of the differential systems

ẋ(t)= x(t)
(
A(t)− I

)
and ẏ(t)= y(t)

(
B(t)− I

)
,

starting with some x(1), y(1) ∈∆(m). Then for all t � 1

∥∥x(t)− y(t)∥∥�
∥∥x(1)− y(1)∥∥+ t∫

1

∥∥A(τ)−B(τ)
∥∥dτ.

Proof. Let z(t) := et−1x(t) andw(t) := et−1y(t), thenż(t)= z(t)A(t) andẇ(t)=w(t)B(t).We have‖ẇ(t)‖�
‖w(t)‖‖B(t)‖ = ‖w(t)‖, which implies that‖w(t)‖� et−1‖w(1)‖ = et−1. Putv(t) := z(t)−w(t); then∥∥v̇(t)∥∥�

∥∥(z(t)−w(t))A(t)∥∥+ ∥∥w(t)(A(t)−B(t))∥∥
�
∥∥z(t)−w(t)

∥∥∥∥A(t)∥∥+ ∥∥w(t)∥∥∥∥A(t)−B(t)
∥∥�

∥∥v(t)∥∥+ et−1δ(t),

whereδ(t) := ‖A(t)−B(t)‖. The solution ofη̇(t)= η(t)+ et−1δ(t) is

η(t)= et−1

(
η(1)+

t∫
1

δ(τ )dτ

)
, so

∥∥v(t)∥∥� et−1

(∥∥v(1)∥∥+ t∫
1

δ(τ )dτ

)
,

which, after dividing by et−1, is precisely our inequality. ✷
We can now prove our result.

Proof of Proposition B.1. Letα = 2/5. GivenT , putT0 := T −T α. Let y(T0)= x(T0) andẏ(t)= y(t)(A(T0)−
I ) for t ∈ [T0, T ]. By Proposition B.2,∥∥ẏ(T )∥∥�O

(
(T − T0)

−1/2)=O
(
T −α/2

)
.

Now ‖A(t)−A(T0)‖�K(t−T0)/T0 �KT α/(T −T α)=O(T α−1) for all t ∈ [T0, T ], and thus, by Lemma B.3
we get‖x(T )− y(T )‖� (T − T0)O(T

α−1)=O(T 2α−1). Therefore∥∥ẋ(T )− ẏ(T )∥∥= ∥∥x(T )(A(T )− I
)− y(T )

(
A(T0)− I

)∥∥
�
∥∥x(T )∥∥∥∥A(T )−A(T0)

∥∥+ ∥∥x(T )− y(T )∥∥∥∥A(T0)− I
∥∥

�O
(
T α−1)+O

(
T 2α−1)=O

(
T 2α−1).

Adding the two estimates yields∥∥ẋ(T )∥∥�O
(
T −α/2

)+O
(
T 2α−1)=O

(
T −1/5)

(recall thatα = 2/5). ✷

Appendix C. Continuous-time approachability

We state and prove here the continuous-time analog of the Blackwell (1956) Approachability Theore
its generalization in Hart and Mas-Colell (2001a, Section 2); all the notations follow the latter paper. The
payoff function isA :Si × S−i → R

m, and we are given a convex closed setC ⊂ R
m, which is approachable,

i.e., for everyλ ∈R
m there existsσ i ∈∆(Si) such that

λ ·A(σ i , s−i)�w(λ) := sup{λ · y: y ∈ C} for all s−i ∈ S−i (C.1)

(see (2.1) there).
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Let P :Rm→R be aC1 function satisfying

∇P (x) · x > w
(∇P (x)) for all x /∈C, (C.2)

and also, without loss of generality,37 P (x) > 0 for all x /∈ C andP (x)= 0 for all x ∈ C. We say that playeri
plays ageneralized approachability strategy if the playqi (t) ∈∆(Si) of i at timet satisfies

λ(t) ·A(q(t), s−i)�w
(
λ(t)

)
for all s−i ∈ S−i , (C.3)

where

λ(t)=∇P (A(z(t))) (C.4)

(such aqi(t) exists sinceC is approachable—see (C.1)). Note that the original Blackwell strategy correspo
P (x) being the squared Euclidean distance fromx to the setC.

Theorem C.1. Let z(t) be a solution of (2.1), (C.3)and (C.4). Then A(z(t))→C as t→∞.

Proof. Rescalet so thatż= q − z. Denoteπ(t) := P (A(z(t))). If z(t) /∈C, then

π̇ =∇P ·A(ż)= λ ·A(qi, q−i)− λ ·A(z) < w(λ)−w(λ)= 0

(we have used (C.4), (C.3), and (C.2)). Thusπ is a strict Lyapunov function, and soπ→ 0 ast→∞. ✷
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